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Abstract—Twitter growth and utilization encourage the emergence of limitless textual information so that people can express their complaints easily. This leads the Directorate General of Taxation to use twitter to deal with tax complaints faced by the community. However, the messages on twitter can contain any information, either the tax complaint or not. This will cause difficulties in handling complaints process. It is important to automatically identify so tax complaint handling can be done effectively and efficiently. Given these problems, it is necessary to do the twitter tax complaint classification with the support of text mining. There are several methods of classification such as Naive Bayes classifiers, Support Vector Machine (SVM) and Decision Tree. This research aims to classify the tax complaint on twitter automatically by using text mining. The experimental results show the value of f-measure of SVM, Naive Bayes and Decision Tree, respectively, are 89.3%, 85.6% and 76.9%.
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I. INTRODUCTION

Taxes as one of state revenues element, has a big role and increasingly dependable for the national development and spending interests. Taxes are an imposition of compulsory levies on individuals or entities by governments. Taxes are levied in almost every country of the world. A country needs economic development, which requires a relatively large funds. It is necessary for state revenue sources which potential. Other than that, national development which has been announced by the government aims to make the nation of Indonesia becomes an independent nation. Economic independence without the help of other countries is one parameter that is often seen in determining the position of a nation in the international relationship [1]. Indonesian government should be able to increase state revenue, one of which comes from taxes. One of the government's efforts to achieve that goal is by collecting taxes. Tax revenue contributed for 74.63% of all state revenues in Indonesia.

On the other hand, twitter growth and utilization encourage the emergence of limitless textual information. Twitter is a social networking and microblogging service that allows users to send and read text-based messages of up to 140 characters, known as “tweets”. Twitter users can send and receive the messages via a variety of mechanisms, including mobile phones, PCs, websites and desktop programs, and they are distributed in real time [2]. Tweets can express opinion on different topics, which can outbreaks of bullying [3], share consumer’s opinions concerning brands and products [4], acceptance or rejection of politicians [5], polarity prediction in political and sport discussion [6], event that generate insecurity [7], all in an electronic word-of-mouth way.

Indonesia became the third country in the use of twitter in the world after the US and Japan in 2013. Peoples can express their opinion on different topic via twitter easily, including opinions about the disappointment experienced.

The disappointment experienced by the public can be expressed in the form of complaints and lawsuits against the organization. It is because the public assumes that the quality they receive are not in accordance with expectations, giving rise to dissatisfaction or disappointment. Public complaint is an expression of public dissatisfaction caused by a product or a service [8]. One of the complaints expressed by the community via twitter is complaints about taxes. Management of complaint can be the fastest and easiest way to show products, services, systems or people that do not perform as expected. It also provides the ability test for organizations to fix mistakes [9]. This leads the Directorate General of Taxation uses twitter to deal with tax complaints faced by the community. However, the message on twitter can contain any information, either the tax complaint or not. This will cause difficulties in handling complaints process because twitter message must be manually sorted in which a complaint among all twitter messages about taxes. It is important to automatically identify so tax complaint handling can be done effectively and efficiently.

Problems of tax complaint classification on twitter can be done with the support of text mining. Text mining can be broadly defined as a knowledge-intensive process in which a user interacts with a document collection over time by using a suite of analysis tools [10]. The purpose of text mining is to extract useful information from a collection of documents for a particular purpose. One part of the text mining is text classification. Many researchers who have done research on text classification, such as emotion classification [11][12], news classification [13], document classification [14], crime prediction [15] and sentiment analysis [16][17][18][19]. There are several
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methods of text classification in text mining. This research focuses on Naïve Bayes, Support Vector Machine (SVM) and Decision Tree.

SVM has outperformed other machine learning algorithms for various text classification tasks [20][21][22]. SVM are capable of effectively processing feature vectors of some 10000 dimensions, given that these are sparse [23]. In other words, high generalization ability of the method makes it particularly suited for high dimensional data such as text. Besides these two classifier, Decision Tree classifier are considered to be one of the most popular approaches for representing classifiers [24]. Decision Tree classifier is used for comparison with Naïve Bayes classifier and SVM classifier.

Text mining can assist management of complaints to organize and separate the contents of message on twitter as shown in Figure 1. This research aims to identify twitter messages that containing either the tax complaint or not automatically by using text mining. The rest of this paper is structured as follows: Section I gives an introduction and reason for this research. Steps and technique used in this research is described in Section II. Results and discussion described in Section III, includes experiments of three classifier and evaluation to show the effectiveness of classification methods. Finally, Section IV show the conclusions of this research.

![Figure 1. Management of complaints](image)

### II. METHOD

The research method goes through a number of stages. Figure 2 shows a general overview for the framework of typical classification system. As shown in Figure 2, this research is done mainly in three stage, preprocessing, classification, validation and evaluation, which are described in the next section.

![Figure 2. Research Methods](image)

#### A. Data Collection

Twitter data is collected from the social networking twitter via Twitter API (Application Programming Interface) using the package "twitter" in R. The attribute in this study using twitter message content which known as tweets. The keywords used are '@DitjenPajakRT' and '@krinpajak'. Therefore, the tweets containing those keywords will be drawn. Tweets collected are still mixed, containing both a complaints and not a complaint. In addition, that data collected contains keywords, including the hashtag (#) or mention (@) in the keyword.

#### B. Preprocessing

Twitter data have noisy text. It should be prepared first so that it can be used at next stage. The process of preparing the raw data is also called preprocessing. Preprocessing aims to transform unstructured text data into structured data.

Preprocessing stage is performed as follow:
1. Cleaning is remove hashtag, username, url and email on Twitter data collected.
2. Case folding is uniform the letters to lowercase and remove the characters other than letters 'a' to 'z', including the removal of numbers and punctuation marks.
3. Tokenizing is break tweet into words using whitespace characters as breaker.
4. Filtering took the important words from the result of tokenizing step. This step will remove word that have no particular meaning using stopword dictionary.

#### C. Classification

Classification stage grouping twitter data into class complaints or not complaints. This stage uses three different classification method such as Naïve Bayes, Support Vector Machine (SVM) and Decision Tree. Brief description of classification methods in this research are as follows:

1) **Naïve Bayes**

The Naïve Bayes has been developed by C.T Yu and G. Salton [25] and also S. Roberson and K.Spark [26] in the 1970 respectively. The Naïve Bayes classifier is a probabilistic classifier that assumes the statistical independence of each feature (or word) and is a conditional model based on Bayes’ formula [27][28]. This classifier estimates the probabilities that an object from each class falls in each possible discrete value of vector variable x [29]. Then, Bayes theorem is used to generate classification.

The number of probabilities that must be estimates are in order of $O(k^p)$ for pk-valued variables; when time $p$ grows, the estimation becomes impractical. Appropriate independence assumption allows to approximate the full conditional distribution requiring $O(k^p)$ probabilities with a product of univariate distributions, requiring $O(k^p)$ probabilities per class. For $m$ classes with $1 \leq k \leq m$, Naïve Bayes will be defined as [30]:

$$p(x|c_k) = p(x_1, ..., x_p|c_k) = \prod_{i=1}^{p} p(x_i|c_k) \quad (1)$$

2) **Support Vector Machine (SVM)**

The SVM is a non-probabilistic classifier that works by constructing a decision surface on a high-dimensional space [31][32]. The principle of this algorithm is to find a decision surface, called hyperplane that optimally divides the training set. The training set is mapped into a high dimensional space. Algorithm find hyperplane in this space by looking at the largest margin, and then separating data into different groups.

For a training set with labeled pair $(x_i, y_i), i = 1, 2, ..., \text{where } x_i \in \mathbb{R}^n \text{and } y \in \{1, -1\}$, the SVM method need to solve the following optimization problem, which can be presented as

$$\min_{w,b,\xi} \frac{1}{2} w^T w + C \sum_{i=1}^{l} \xi_i$$
subject to \( y_i (w^T \phi(x_i) + b) \geq 1 - \xi_i \),
\[
\xi_i \geq 0
\]

where ‘W’ is the weight parameter assigned to variables, \( \xi \) is
the slack or error correction added and ‘C’ is the
regularization factor [33]. Since the objectives of the
problem is to minimize \( \frac{1}{2} W^T W + C \sum \xi_i \). Where
value of \( y_i (w^T \phi(x_i) + b) \) needs to be greater than
\( 1 - \xi_i \) and the value of \( \xi \) is considered to be very small
i.e., nearly equal to 0. Here training vector ‘\( x_i \)’ is mapped
to higher dimensional space by ‘\( \phi \)’.

Since SVM requires input in the form of a vector of
dimensions, the reviews of text file for classification need to
be converted to numeric value. After the text file is
converted to numeric vector, it may go through a scaling
process, which helps to manage the vectors and keep them
in the range of [1, 0].

3) Decision Tree

Decision Tree is a classifier in the form of a tree
structure. The Decision Tree has decision nodes and leaf
nodes. The decision nodes check features of examples,
while the leaf nodes will match the label for examples
according to its features [34].

Decision Tree algorithm choose informative words
based on the criteria of information gain, and predict
the categories of each document according to the occurrence
of word combinations in the document. Decision Tree classify
examples by starting to initial decision node known as root
node of Decision Tree. Root node contains a condition that
is used to check one of example’s features. Then, this
node select a branch according to that feature’s example.
The branch arrives at a new decision node with a new
condition. This process goes on until it arrives at a leaf
node which will provide a label for example.

D. Validation and Evaluation

Validation is to split the data into training data and test
data. The validation process use the k-fold cross-
validation, which uses \( k = 10 \) folds. It means twitter dataset
is randomly divided into 10-fold. Each turn, one data fold
is exploited for testing and the remaining folds are
exploited for training. Teen-fold cross validation has
becomes the standard method for validation process [35].

Performance of classification algorithm can be evaluated
using parameters based on the confusion matrix [36] as
shown in Table 1. True Positive (TP) means the number of
tweets those are labeled as positive (complaints) and
correctly classified as positive by classifier. False Positive
(FP) indicates positive tweets, but classifier does not
classify it as positive. True Negative (TN) represent tweets
which are labeled as negative (no-complaints) and also
classified as negative by classifier. False Negative (FN) are
negative tweets but classifier does not classify it as
negative. Those four parameters can be used to evaluate
the performance of classification using the values of
accuracy, precision, recall, and f-measure.

<table>
<thead>
<tr>
<th>TABLE I.</th>
<th>CONFUSION MATRIX</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correct labels</td>
</tr>
<tr>
<td></td>
<td>Positive</td>
</tr>
<tr>
<td>Predict Positive</td>
<td>TP (True Positive)</td>
</tr>
<tr>
<td>Predict Negative</td>
<td>FN (False Negative)</td>
</tr>
</tbody>
</table>

Accuracy is common measure for classification
performance. It is defined as the ratio of correctly
classified example to the total number of examples.
Accuracy can be calculated as follows:
\[
Accuracy = \frac{TP + TN}{TP + TN + FP + FN}
\]

Precision is defined as the ratio between the numbers of
elements correctly labeled as positive divided to the
total number that are classified as positive. Precision is defined
as follows:
\[
Precision = \frac{TP}{TP + FP}
\]

Recall is defined as the ratio between the numbers of
elements correctly labeled as positive divided to the total
number of elements that truly are positive. Recall is
defined as follows:
\[
Recall = \frac{TP}{TP + FN}
\]

Many researcher use measure such as f-measure which
combines precision and recall [37]. F-measure is defined as
follows:
\[
F – measure = \frac{2 \times Precision \times Recall}{(Precision + Recall)}
\]

Receiver Operating Characteristic Curve (ROC Curve) is
depicted in a two-dimensional graph illustrating the
performance of the classifier. Area under ROC curve is
often used as a measure of quality of a probabilistic
classifier. A random classifier has an area under curve 0.5,
while a perfect classifier has 1 [38]. Classifier used in
practice, so it should be between these values, preferably
close to 1

III. RESULT AND ANALYSIS

A. Dataset

The data is a real-time data. Twitter data has been
collected and categorized into complaint and not
a complaint classes. Total tweet used is 1001 tweets with
758 tweets labeled as no-complaints and 243 tweets
labeled as complaints.

B. Experimental Result

The stages in this research such as preprocessing,
classification, validation and evaluation, assisted by
WEKA software application. The preprocessing stage
is done by using the filter function "StringToWordVector" in
Weka. This filter convert a string attribute to a vector that
represents word occurrence frequencies from the text
contained in the string [38]. The result of this stage is
then used in the classification stage. Experiments were
conducted to test classification methods.

Experiments were performed using three different
classification methods which are Naïve Bayes, Support
Vector Machine (SVM) and Decision Tree. This
experiment is used to examine the performance of classification methods. We use algorithm included in the WEKA data mining packages [38]. For Naïve Bayes, we use “NaïveBayes” algorithm which is standard probabilistic Naïve Bayes classifier. For SVM classifier, we use a polynomial kernel with the sequential minimal optimization “SMO” algorithm according to [39]. For Decision Tree, we use “J4.8” which implements C4.5 algorithm.

The validation process used same k-fold cross validation for tree classification method which used 10-fold. The learning procedure is executed a total of 10 times on different training sets. Whereas the performance evaluation of classifier is done by using the measurement methods such as accuracy, precision, recall, f-measure and Receiver Operating Characteristics (ROC).

The performance results of all three classification methods are presented in Table 2. Table 2 shows that the SVM method has a high degree of accuracy, precision, recall and f-measure. It is the highest among the three methods of classification. SVM has an accuracy of 89.6%, followed by Naïve Bayes and Decision Tree with respectively 85.9% and 80.4%. Precision value for SVM 89.3%, while the Naïve Bayes 85.5% and Decision Tree 79.7%. Recall value for each classification method is SVM 89.6%, Naïve Bayes 85.9% and Decision Tree 80.4%. SVM still has the highest value in f-measure which amounted to 89.3%, then Naïve Bayes 85.6% and Decision Tree 76.9%. It is relevance with research in [21][22][23] that the SVM outperformed other various machine learning algorithms for text classification tasks, including the tax classification complaints on twitter. The experimental results contradictive with study in [14] because the performance of Naïve Bayes can only seen through the value of ROC and not from value of overall performance evaluation. The highest ROC value owned by Naïve Bayes amounted to 0.888, followed by SVM 0.832 and Decision Tree 0.756. In contrast to studies [25], Decision Tree is considered incapable of representing the classifiers for this case when compared to the other methods. This is because the Decision Tree has the lowest value on the overall performance evaluation.

### Table 2. Performance Classification

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
<th>ROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes</td>
<td>85.9%</td>
<td>85.5%</td>
<td>85.9%</td>
<td>85.6%</td>
<td>0.888</td>
</tr>
<tr>
<td>SVM</td>
<td>89.6%</td>
<td>89.3%</td>
<td>89.6%</td>
<td>89.3%</td>
<td>0.832</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>80.4%</td>
<td>79.7%</td>
<td>80.4%</td>
<td>76.9%</td>
<td>0.756</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

This research aims to automatically identify groups of twitter data which are classified as either complaints or not. It is important to do it so handling tax complaint can be done effectively and efficiently. The experimental results show that the automatic classification of a tax complaint on twitter can be done with the support of text mining. SVM classification method has the best value of accuracy, precision, recall and f-measure is respectively 89.6%, 89.3%, 89.6%, 89.3%. Whereas Naïve Bayes has the best value of ROC that is equal to 0.888.

The classification results of tax complaint data in this study was a collection of some types of complaints. Further research can classify the complaints data based on the type of complaint so that complaint can be solved according to the type of problem. Additionally, the performance of tax complaints classification can be improved by using feature selection method, i.e Markov Random Field (MRF), to determine which features are relevant.
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