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Economic District Outlooks Using Location
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Abstract—This research focuses on investigating the economy
of the new capital buffer zone by identifying and clustering its
leading sectors in GRDP (Gross Regional Domestic Product)
of East Kalimantan. The identification of a region’s leading
sector through LQ (Location Quotient) index has proven to be
effective. In addition, k-means clustering and Self-Organizing
Maps (SOM) are adopted to provide comprehensive insights.
The results show that LQ index quickly identifies the main
sectors in each district of East Kalimantan. In addition, the k-
means clustering has better performance than SOM based on
the Silhouette coefficient. This meticulous analysis confirms the
existence of two distinct clusters, one including eight members
and the other consisting of only two. Anticipating future research
endeavours, the exploration of various approaches for construct-
ing clusters, encompassing both hierarchical and non-hierarchical
approaches, provides the potential to enhance the performance
of clusters. By investigating this structure, a more comprehensive
comprehension of the economic framework of East Kalimantan
can be achieved, as well as its potential role as a buffer for the
capital region.

Keywords—GRDP, K-Means, Location Quotient, Self-
Organizing Map, Silhouette Coefficient.

I. INTRODUCTION

THE relocation of the capital of Indonesia “Jakarta” to
the “Nusantara” in East Kalimantan will contribute to

national economic development by 0.1%, reflected by a rise
in real gross domestic product (GDP) [1]. The growth corre-
sponds to the utilization of previously unexploited potential
resources, such as acquiring land for productive infrastructure
demands and developing employment opportunities for skilled
human resources [2]. This action will also have a direct effect
on Kalimantan, the lungs of the world and a biodiversity
hotspot. If development preparation and execution are unre-
liable, deforestation for oil palm plantations and industrial
operations will have a greater impact on the environment.
Relocating the capital city will not only have a negative impact
on the environment, but also on the social life of residents in
the new capital buffer zone if the educational and professional
backgrounds of the local community remain stagnant. This
leads to socioeconomic and health disparities between the
existing population and migrants. To prevent social conflict,
governments ought to anticipate responses to environmental,
social, and economic issues.
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A potential strategy for addressing this issue involves the
identification and clustering of significant sectors of the Gross
Regional Domestic Product (GRDP) that have the potential to
foster economic expansion within the newly established capital
buffer zones. The Gross Regional Domestic Product (GRDP) is
a macroeconomic indicator that can be considered an indicator
of productivity that reflects the total value of products and ser-
vices produced by a region each year. GRDP has a significant
and positive effect on a region’s human development index
(HDI) [3], [4]. HDI is an indicator that refers to how residents
of a region can utilize the results of a development as part of
their rights to income, health, education, etc. Consequently, it
is essential for local administrations to be able to grow GRDP
in order to enhance welfare. LQ (Location Quotient) index
is a useful tool to identify a region’s dominant sectors. This
index is characterized by its simplicity and convenience, as
well as its straightforward objective in selecting appropriate
indices [5], [6], [7], [8]. However, the current limitations do
not allow for a conclusive determination regarding the strategic
sectors that have been identified [5]. Therefore, we require
cluster analysis for more investigations that can classify these
prominent sectors. K-means clustering, and Self-Organizing
Map are two widely used clustering methods. The k-means
clustering is easier to implement and faster than most other
clustering algorithms [9], [10]. It also can be applied in both
large and small data sets and produce the best clustering if
the generated cluster has a converging feature [10]. K-means
clustering is applied to various fields, such as pattern recogni-
tion, natural language processing, and medical diagnosis [10].
In addition, K-means clustering was also adopted for region
clustering such as based on power supply system [11] and
natural soil environment [12]. Meanwhile, SOM is a type of
artificial neural network trained by unsupervised learning to
classify and cluster data without interpreter bias [13]. It gains
by being able to use mixed type feature data, e.g., numerical
and categorical features [14]. The implementation of SOM
includes various domains, such as text mining [15], learning
behavior [16], and region mapping [17]. The comparative
investigations undertaken in prior studies [11], [12], [13], [14],
[15], [16], [17] have revealed a noteworthy divergence in
outcomes when assessing the efficacy of k-means and self-
organizing map (SOM) techniques across various scenarios,
thereby prompting a fundamental query regarding their per-
formance in the clustering of the GRDP sectors within East
Kalimantan province.

Therefore, this study aims to identify and to cluster eco-
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nomic potential through sectoral Gross Regional Domestic
Product (GRDP) in buffer zones of new capital of Nusantara.
Method for identification of leading sectors in GDP using
LQ index. Meanwhile, to cluster regions based on sectors
in GRDP, a comparison of k-means and SOM methods is
used to get the best cluster. This study is anticipated to offer
valuable insights that will assist governments to reach rational
policy regarding to resource allocation and policies associated
to economic development. By obtaining understanding of the
primary sectors contributing to the Gross Regional Domestic
Product (GRDP) in each region, the government can strategi-
cally allocate investments and aid the sectors that exhibit the
highest potential for fostering economic growth. Furthermore,
this study can enhance public consciousness of the economic
prospects and opportunities inside their respective localities.
Additionally, it may serve as a catalyst for local entrepreneurial
endeavours aimed at mitigating regional economic disparities.

The remainder of the paper is organized as follows. Section
II explains the dataset and review’s location quotient index,
k-means clustering, self-organizing map, and silhouette coef-
ficient in detail. In sec:3, we analyze data using the proposed
methods. The k-means clustering, and self-organizing map are
com-pared under silhouette coefficient using datasets in sec:2.
Finally, the paper concludes in sec:4 with suggested future
work.

II. METHODOLOGY

A. Dataset

This research relies on secondary data sourced from the
Badan Pusat Statistik (Central Bureau of Statistics). The
dataset encompasses key economic indicators for the year
2022, focusing on the East Kalimantan Province. East Kali-
mantan Province consists of ten cities, i.e., Berau, Kutai Barat,
Katai Kartanegara, Kutai Timur, Mahakam Ulu, Paser, Pena-
jam Paser Utara (PPU), Balikpapan, Bontang and Samarinda.
The ten cities are illustrated by fig:1.

The dataset comprises the Gross Regional Domestic Product
(GRDP) at con-stant price categorized by business sectors and
city within East Kalimantan. Ad-ditionally, it includes GRDP
at constant prices categorized according to the busi-ness sector
of East Kalimantan Province. The specific sectors constituting
the GRDP breakdown are outlined in tab:1.

B. Location Quotient Index

Regional economies exhibit distinctive characteristics in
terms of their economic interdependencies, which set them
apart from national economies [8]. A notable illustration lies in
the presence of intermediate inputs originating from multiple
locations within a given country. While this phenomenon may
result in a reduction of economic activity at the local level,
it is nevertheless considered as domestic output when viewed
from a national perspective. Overlooking these nuances could
potentially lead to an overestimation of the value attributed
to specific industries. Consequently, to address this challenge
and meet the demand for accurate regional economic models,
several indirect estimation techniques have been proposed.
One practical and easily applicable approach to localizing

Fig. 1: East Kalimantan Province Map
Source: Kalimantan Timur (2023) [18]

TABLE I: Gross Regional Domestic Product Based on Busi-
ness Field Sector

Variable Business Field Sector
X1 Agriculture, Forestry and Fisheries
X2 Mining and Quarrying
X3 Processing Industry
X4 Procurement of Electricity and Gas
X5 Water Supply, Waste Management, Waste and Recycling
X6 Construction
X7 Wholesale and Retail Trade; Car and Motorcycle Repair
X8 Transportation and Warehousing
X9 Provision of accommodation and food and drink
X10 Information and Communication
X11 Financial Services
X12 Real Estate
X13 Company Services
X14 Government Administration, Defense and Mandatory Social Security
X15 Educational Services
X16 Health and Social Activities Services
X17 Other Services

a national input/output table involves the implementation of
a series of Location Quotients (LQs) index based on Gross
Regional Domestic Product (GRDP) [8].

The concept of location quotient was initially introduced
by P. Haggett and has since been extensively employed in
the field of location analysis, particularly in studies pertaining
to industrial and economic location research [18]. Location
quotient (LQ) index employs the leading or basis sector to
identify economic sector focus [5]. The location quotient is
the ratio of the sector i output share in the city or district to the
sector i output share in the province. Here, the leading sector
refers to the business sector that can be exploited constantly
by the regional government. Location quotient is a tool for
economic development that has positive and negative aspects
[6]. The fundamental economic models identify development
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sectors using the LQ index. On the contrary, LQ index
assesses the relative concentration or degree of a focus of the
economy. LQ index evaluates economic conditions, defines
the specialization of economic activity, or assesses relative
concentration in order to determine which sectors dominate
industrial economic activity [5]. The labor and income aspects
are the focus of the LQ index. The LQ approach is incapable
of producing conclusive findings regarding the emphasized
strategic sectors. In the preliminary stage, it is sufficient to
provide an overview of a region’s strength in a specific sector.
The following formula provides for comparing the capacities
of sectors in a region [5]:

LQ =
Vi

∑I Vi

/ yi

∑I yi
(1)

where vi is the GRDP of i-sector at a lower regional level,
∑I Vi is total GRDP at a lower regional level, yi is the GRDP
of i-sector at a higher regional level and ∑I yi is a total GRDP
at a higher regional level.

C. K-Means Clustering

The k-means clustering is a common hierarchical clustering
algorithm that is simple to use [9]. It is multivariate analysis
that often applied in data mining method and is capable of
organizing data into one or more clusters such that data with
similar characteristics are arranged together and data with
distinct features are organized into other groups [7]. K-Means
is a distance-based clustering technique that divides data into
multiple clusters and can only be applied to numerical charac-
teristics. The following are the phases of k-means clustering:

1) Determine k as the number of clusters.
2) Determine the random value to be used as the initial clus-

ter centroid for k cluster. Calculate the distance of each
observation data to each centroid using the Euclidean
distance formula as follows.

d(xi,µ j) =

√
p

∑
k=1

(xik −µ2
jk (2)

where d(xi,µ j) is the Euclidean distance between the
i-th GDRP sector and the j-th cluster centroid, xik is
GRDP sector at i-th, is the centroid at j-th and p is data
dimension

3) Grouping each data based on its proximity to the centroid
or determine the smallest distance

4) Recalculating the j-th cluster centroid using the following
equation

µ jk =
1
n j

n j

∑
j=i

xik (3)

where n j is a number of data points assigned to cluster
j.

5) If the data for each cluster has not stopped, then repeat
from steps 2 to 5 until nothing changes in the members
of each cluster.

D. Self-Organizing Map (SOM)

Self-Organizing Map (SOM) introduced by Teuvo Kohonen
in 1982 is an unsupervised based on cognitive learning [19].
It represents a multidimensional dataset in a two-dimensional
visualization which can be understood and properly interpreted
[10]. It is a network that does not require special supervision.
The term Maps indicates that this procedure weights input
data using maps. Each node in the SOM network attempts
to resemble every input that the network has received [8].
The structure of a self-organizing map (SOM) comprises an
input layer and an output layer that exhibit extensive intercon-
nections, with each connection being assigned a weight [20].
The output is structured in a two-dimensional arrangement of
neurons, wherein the display of the output data is incorporated
throughout the learning process [20]. The steps of clustering
in the SOM are as follows:

1) Initialization
a) Initialize 2D grid of neurons with random initial

weights. Each neuron is represented by weight vector
wi j for neuron i in the grid and dimension j.

b) Initialize learning rate (η) and neighborhood size (σ).
The common learning rate is 0.1, 0.01, and 0.001.
Meanwhile, neighborhood size is initialized by rela-
tively a large value.

2) Training
a) Competition. Calculate the Euclidian distance (di j)

between input vector x and each neuron’s weight vector
(wi jk) which is calculated by the following equation:

di j =

√
D

∑
k=1

(xk −wi jk)2 (4)

b) Cooperation. After the distance between nodes is ob-
tained, the minimum value is determined from the
calculation of the distance vector di j, then the next step
is to update the weights.

wi jk(t +1) = wi jk(t)+η(t)hi j(t)
[
xk −wi jk(t)

]
(5)

where wi jk(t) is the weight for neuron j in dimension
j at time t, η(t) is the learning rate at time t, and hi j(t)
is neighborhood function typically a Gaussian function
of neighborhood size.

c) In the process of obtaining a new weight, learning rate
(η) and neighborhood size (σ) usually decrease over
time.

d) The condition for stopping the test is done by calculat-
ing the difference between the wi jk(t +1) and wi jk(t).
If the wi jk value changes slightly, it means that the test
has converged so that it can be stopped.

E. Silhouette Coefficient

The assessment of clustering models is a crucial task in
various research do-mains, aiming to determine the efficacy of
data grouping techniques [9]. Silhouette coefficient is one of
the effective statistical ways for determining the cluster count
value [10]. Among the methods employed for evaluating the
quality of clustering outcomes, the silhouette coefficient has
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gained prominence. By utilizing this metric, researchers can
gain insights into the degree of separation be-tween clusters
and the compactness of individual clusters. The following are
the steps in calculating the silhouette coefficient [9].

1) Compute the average dissimilarity within a cluster.

a(i) =
∑ j∈Ci+ j d(i, j)

|Ci|−1
(6)

where a(i) represents the average dissimilarity of data
point i within its cluster, |Ci| is the total number of data
points in the cluster, and d((i, j) denotes the dissimilarity
between data points i and j.

2) Calculate the average dissimilarity to neighboring clus-
ters.

b(i) = minCk,k ̸=i

{
∑k∈Ck

d(i,k)
|Ck|

}
(7)

where b(i) represents the average dissimilarity of data
point i to the neighboring cluster, |Ck| is the total number
of data points in the neighboring cluster, and d(i,k)
represents the dissimilarity between data points i and k.

3) Compute the silhouette coefficient. The silhouette coeffi-
cient for each data point is calculated by subtracting the
average dissimilarity within the cluster from the average
dissimilarity to the neighboring cluster, and then dividing
the result by the maximum of these two values. This can
be represented as:

y( j) =
b(i)−a(i)

max{a(i),b(i)}
(8)

III. RESULT AND DISCUSSION

A. Location quotient index

Location quotient index is used to identify the leading sector
of Gross Regional Domestic Product (GRDP) for each district
in East Kalimantan Province. The number of sectors in GRDP
in this research are 17 sectors, with detailed information based
on tab:1. The location quotient (LQ) index for each city in East
Kalimantan Province is calculated based on business sectoral
GRDP for each city. If LQ index greater than one indicates
that a specific sector holds a higher significance level within
the local economy than its overall importance in the national
economy. This demonstrates the potential for the region to
emerge as a front runner in its respective industry. LQ values
below one signifies that the sector’s significance to the local
economy is comparatively lower than its significance to the
national economy. tab:2 shows that the leading sector most
owned by districts in the province of East Kalimantan is
(X1) Agriculture, Forestry, and Fisheries, the second most is
(X2) Mining and Quarrying. In contrast, the smallest leading
sectors are (X3) Processing Industry, (X10) Information and
Communication and (X11) Financial Services. In addition, if
based on districts, the most districts that have a leading sector
is Samarinda, the second is Balikpapan. In contrast, Kutai
Timur is the district that has the least leading sector and is
followed by Mahakam Ulu.

B. K-Means Clustering

The process of creating clusters using the k-means cluster-
ing begins with deter-mining the desired number of clusters
(k). In this study, the optimal number of clusters is determined
by evaluating the best results for cluster numbers ranging from
k = 2 to k = 9. The evaluation of these results is based on the
average silhouette width value for each cluster number from
k = 2 to k = 9. After conducting experiments involving the
creation of 2 to 9 clusters, the average silhouette width values
were compared to identify the highest value. A higher average
silhouette width value closer to 1 indicates better cluster
formation for grouping GRDP per sector. Average silhouette
coefficient is the arithmetic mean of vector of silhouette
coefficient for each city. Meanwhile, silhouette coefficient
is calculating based on 8. As shown in tab:3, the highest
overall average silhouette width value obtained is 0.5768,
which occurs when the optimal number of clusters (k) is set
to 2. Therefore, it can be inferred that the k-means clustering
generates the optimum number of clusters, which is 2 clusters.

C. Self-Organizing Map (SOM)

In this study, the SOM method was utilized to implement
unsupervised learning using a two-dimensional approach. Ac-
cordingly, a two-dimensional grid topology was established
as the foundational framework. Specifically, a hexagonal grid
topology was employed, limited to a maximum of 10 grids.
Within the SOM methodology, input vectors are assigned to
respective grids based on the weights connecting the input
and output neurons. To initiate the clustering process, initial
weights (wi jk) linking the input and output neurons were
randomly assigned values ranging from 0 to 1. Subsequently,
a random input vector, represented as x, was selected and
introduced to the input neurons. The resulting clustering
outcomes for varying grid sizes were evaluated by calculating
the average silhouette width value, as illustrated in Table 4.
Average silhouette coefficient is the arithmetic mean of vector
of silhouette coefficient for each city. Meanwhile, silhouette
coefficient is calculating based on 8. Hence, before calculating
the silhouette coefficient, we must obtain the information about
which grid unit (or neuron) in the SOM each data point has
been assigned to.

The criteria for determining the optimal cluster in the SOM
method aligns with that of the k-means clustering, relying on
the average silhouette width value. Through the application of
the SOM method, the highest average silhouette width value
was obtained for a grid size of 2×1, measuring 0.5399. Thus,
it can be inferred that the SOM method generates the optimal
number of clusters, resulting in 2 distinct clusters.

D. Comparison of K-Means Clustering and Self-Organizing
Map (SOM)

The previous sub-sections presented the process of cluster
formation using the k-means clustering and SOM methods.
Additionally, the evaluation of these clustering methods was
performed, focusing on the average silhouette width value.
The subsequent section provides the highest average silhouette
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TABLE II: Location Quotient Index Based on Business Sectors and Cities

Cities X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 X14 X15 X16 X17

Berau 1.37 1.34 0.19 0.65 0.83 0.48 1.08 1.68 1.07 0.66 0.31 1.00 0.48 0.57 1.72 1.68 1.15
Kutai Barat 1.75 1.18 0.26 0.45 0.68 1.25 1.22 0.55 0.33 0.81 0.08 0.63 0.28 2.29 1.04 1.19 0.51
Kutai Kartanegara 1.59 1.48 0.17 0.98 0.73 0.84 0.60 0.34 0.28 0.53 0.20 0.52 0.14 0.78 0.68 1.09 0.38
Kutai Timur 0.94 1.77 0.14 0.22 0.26 0.26 0.34 0.35 0.28 0.19 0.11 0.42 0.34 0.45 0.66 0.24 0.29
Mahakam Ulu 11.23 0.14 0.03 0.56 0.78 0.82 0.80 1.36 0.14 0.19 0.05 0.24 0.17 0.74 0.12 0.19 0.10
Paser 1.58 1.57 0.23 0.41 0.41 0.30 0.67 0.15 0.30 0.49 0.24 0.35 0.25 0.59 0.87 0.73 0.35
PPU 2.71 0.52 0.65 1.39 1.78 2.86 1.52 0.55 0.48 0.94 0.47 1.43 0.08 1.88 2.15 0.04 1.43
Balikpapan 0.13 0.00 2.86 1.46 1.36 1.57 1.45 2.33 1.64 2.16 2.08 1.81 1.31 0.66 0.89 0.88 1.18
Bontang 0.17 0.01 4.06 0.66 0.51 0.77 0.54 0.58 0.60 0.59 0.55 0.61 2.77 0.71 0.73 1.16 0.64
Samarinda 0.23 0.28 0.37 2.88 3.49 2.45 2.93 2.36 4.36 2.73 4.74 2.83 3.87 3.40 2.44 2.22 4.56

TABLE III: Average silhouette width for k-means clustering

Number of cluster Average silhouette width
2 0.5768
3 0.5020
4 0.4350
5 0.2024
6 0.2167
7 0.1913
8 0.1532
9 0.0892

TABLE IV: Average silhouette width for Self Organizing Map
(SOM)

Grid size Number of cluster Average silhouette width
2x1 2 0.5399
2x2 4 0.2858
2x3 6 0.2390
2x4 8 0.1973
2x5 10 0.0812
3x1 3 0.5020
3x2 6 0.2205
3x3 9 0.2205
4x1 4 0.1905
4x2 8 0.2187
5x1 5 0.1670
5x2 10 0.2187

width value achieved after generating clusters using both the
k-means clustering and SOM methods.

According to the data presented in tab:5, the k-means
clustering yielded the highest average silhouette width value of
0.5768. This value signifies better cluster formation. Further-
more, the optimal number of clusters generated by the k-means
clustering was determined to be 2 clusters. Consequently, it
can be concluded that the k-means clustering is the preferred
clustering approach for deter-mining GRDP sector cluster.

E. Analizing of Cluster

After obtaining the optimum number of clusters according
to the silhouette average width, we can describe the position
of the district according to the k-means cluster. There are ten
districts in the province of East Kalimantan, namely (1) Berau,
(2) Kutai Barat, (3) Kutai Kartanegara, (4) Kutai Timur, (5)

TABLE V: Comparison of Average silhouette width for K-
means and SOM

Method Number of cluster Average silhouette width
K-means 2 0.5768

Self Organizing Map 2 0.5399

Fig. 2: Cluster plot based on k-means for East Kalimantan
District

Mahakam Ulu, (6) Paser, (7) PPU, (8) Balikpapan, (9) Bontang
and (10) Samarinda.

We illustrate the clusters using fvizcluster in R which shows
the clusters using the first two principal components to define
the X-Y coordinates of each city. fig:2 explains that there
are 2 clusters. The first cluster consists of 2 districts i.e.,
Samarinda and Balikpapan, while the second cluster consists
of 8 districts i.e., Berau, West Kutai, Kutai Kartanegara, East
Kutai, Mahakam Ulu, Paser and PPU. For a more comprehen-
sive understanding of the district grouping in East Kalimantan
based on the GRDP sector, it is valuable to examine the cluster
results depicted in fig:2 alongside the outcomes of the location
quotient index illustrated in tab:1. fig:3 is LQ index based on
k-means clustering for each business sectoral.

fig:3 can be deduced that the first cluster, consisting of
Samarinda and Balikpapan, exhibits the highest number of
districts with prominent sectors. The biggest 3 of leading
sectors for first cluster are Provision of accommodation and
food and drink (X11), Financial Services (X9), and Other
services (X17). Notably, the cluster members in this group
do not heavily rely on the GRDP inputs from Agriculture,
Forestry, and Fisheries (X1) and Mining and Quarrying (X2).
Conversely, the second cluster, consisting of eight districts,
predominantly shares either the leading sector Agriculture,
Forestry, and Fisheries (X1) and Mining and Quarrying (X2)
in terms of GRDP, except for Bontang.
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Fig. 3: LQ index based on k-means clustering

IV. CONCLUSION

This study aims to enhance the economic prospects of
the new capital of Nusantara buffer zone by identifying and
clustering key of Gross Regional Domestic Product (GRDP)
sectors using LQ index, k-means clustering, and SOM. The
findings from LQ index reveal the dominant leading sectors in
each district of East Kalimantan province i.e., (X1) Agriculture,
Forestry, and Fisheries, the second most is (X2) Mining and
Quarrying. Meanwhile, the k-means clustering, and SOM
produce each two clusters. However, based on the Silhouette
Coefficient, the k-means clustering outperforms SOM. The re-
sulting clusters from k-means clustering exhibit eight members
in one cluster and two members in the other. In addition,
LQ index based on cluster explain that first cluster has top
3 leading sector in are Provision of accommodation and food
and drink (X11), Financial Services (X9), and Other services
(X17). Meanwhile, the second cluster has biggest leading
sector in Agriculture, Forestry, and Fisheries (X1) and Mining
and Quarrying (X2). Future research endeavors may explore
alternative clustering methods, encompassing hierarchical and
non-hierarchical approaches, to enrich the analysis.
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