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ABSTRACT  
The prevalence of under-five stunting in one of the crucial health problems in Indonesia. Stunting is a growth and development 

disorder in children due to chronic malnutrition and repeat infections that can hurt children’s physical and cognitive development. 

This study aims to analyse the accuracy of the classification of the prevalence of stunting on regencies/cities in Indonesia, in 2022 

using two methods, namely Ordinal Logistic Regression (OLR) and Artificial Neural Network (ANN). OLR is development of 

logistic regression applied to response variables with more the two categories that have levels or ranks, while ANN is a method that 

mimics the function of the biological nervous system and is designed for complex information processing. This study used two 

proportions of data splitting namely 80:20 and 90:10. Each method produce two models, OLR 1 and OLR 2 for the OLR method, and 

ANN 1 and ANN 2 for the ANN method. The results show that the ANN 1 model with 80:20 data proportion performs better than 

other models with an accuracy of 63.37%.  
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I. INTRODUCTION 

Stunting is a condition where children under five years old show a lower stature or height than their peers [1]. 

Stunting can inhibit the growth of a child’s height, resulting in a shorter stature compared to children of the same age 

and impairing motor skills. In addition, stunting can reduce Intelligence Quotient (IQ), which affects children’s learning 

ability [2]. The state of stunting can be measured using the z-score (standard deviation/SD-score), where height-for-age 

< -2 SD score from the median of WHO child growth standards [3]. Based on the prevalence data of stunted children 

under five collected by the World Health Organization (WHO), Indonesia is the third country with the highest prevalence 

in the South-East Asia Regional (SEAR) area after India (38.4%) and Timor Leste (50.5%). The average prevalence of 

stunting in Indonesia from 2005-2017 was 36.4% [4]. The prevalence of stunting shows a decreasing trend in Indonesia, 

from 37.22% in 2013 to 30.8% in 2018. In 2019 it was 27.7%, 24.4% in 2021, and 21.6% in 2022. Despite the decline, stunting 

is still considered a severe problem in Indonesia. The prevalence rate is still higher than the target of the National 

Medium-Term Development Plan for 2020-2024, which is 14%, and the WHO target is below 20% [5]. 

One of the government's efforts to reduce the prevalence of stunting among children under five is the issuance of 

Presidential Regulation Number 72 of 2021, which focuses on the Acceleration of Stunting Reduction [6]. This regulation 

is the legal basis for the National Strategy to Accelerate Stunting Reduction which has been implemented since 2018. The 

National Strategy for Accelerating Stunting Reduction includes specific interventions and sensitivity, implemented in a 

convergent, holistic, integrative, and quality manner through multisectoral cooperation at the center, regions, and 

villages [7]. This classification of stunting severity is important to support this strategy, as it helps health workers, and 

the government identify and prioritize interventions in areas with a prevalence of stunted children under five [8]. 

Machine learning plays a role in supporting this strategy, mainly through data classification. Machine learning is a 

subset of Artificial Intelligence (AI) that emphasizes how computers can learn from data through complex patterning 

and simulation. Classification is a data analysis method that aims to develop models that describe essential classes. These 

models, known as classifiers, are used to predict the labels of categorical classes [9], [10]. In this research, the classification 

methods used are Ordinal Logistic Regression (OLR) and Artificial Neural Network (ANN). 

Logistic regression is a method in statistical analysis that has been popular over the past three decades in healthcare 

analysis and medical information retrieval[11]. This method is designed to model and predict the probability of an event 

between 0 and 1 [12]. Logistic regression is a method used to model the relationship between binary or polytomous 

response variables with one or more categorical or continuous predictor variables [13]. OLR is a generalization of logistic 

regression applied to response variables with more than two categories considered to have a particular order [14]. 

Artificial Neural Network (ANN) is a method inspired by the function of the biological nervous system, especially 

the information processing capabilities of human brain cells [15]. The framework of an ANN is described by the number 

of neurons, the number of layers, and the layer size, which consists of the number of neurons in each layer. ANN is a 

practical and flexible modelling method that can apply pattern information to new data, handle input that may contain 

noise, and produce reliable and logical estimates [16]. 
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This research was conducted to compare ANN and OLR methods for classifying stunting prevalence in 

regencies/cities in Indonesia in 2022. 

 

II. LITERATURE REVIEW 
A. Ordinal Logistic Regression 

Logistic regression is a technique used to analyze the relationship between binary (having only two categories) or 

polytomous (having more than two categories) response variables whit one or more categorical or continuous predictor 

variables [13]. Ordinal Logistic Regression (OLR) is a logistic regression with an ordinal scale categorical dependent 

variable. OLR does not allow a linear relationship or correlation between independent variables. Multicollinearity can be 

detected by looking at the Variance Inflation Factor (VIF) value [17], [18]. If there is a response variable 𝑌𝑖 and 𝐱𝑖
𝑇 =

[𝑥𝑖1 𝑥𝑖2 . . 𝑥𝑖𝑝] states a vector of 𝑝 predictor variables on 𝑖-th subject, the logit model formed is: 

logit = [𝑃(𝑌𝑖 ≤ 𝑗|𝐱𝑖)] = ln [
𝑃(𝑌𝑖 ≤ 𝑗|𝐱𝑖)

1 − 𝑃(𝑌𝑖 > 𝑗|𝐱𝑖)
] = 𝛼𝑗 + 𝐱𝑖

𝑇𝛃   (1) 

where 𝛃 = [𝛽1   𝛽2   . . .   𝛽𝑝]
𝑇
is a vector of parameters describing the effect of the predictor variable.  𝑃(𝑌𝑖 ≤ 𝑗|𝐱𝑖) Is the 

probability that the value of the response variable 𝑦𝑖 is less than or equal to 𝑗, which depends on the value of the predictor 

variable (𝐱𝑖). The OLR model used is expression as below [19]: 

𝑃(𝑌𝑖 ≤ 𝑗|𝐱𝑖) =
exp(𝛼𝑗 + 𝐱𝑖

𝑇𝛃)

1 + exp(𝛼𝑗 + 𝐱𝑖
𝑇𝛃)

,   𝑗 = 1,2, . . . , 𝐽 − 1 (2) 

Parameter estimation of the OLR model is done using the Maximum Likelihood Estimation (MLE) method. Suppose 

there is a response variable with 3 categories (𝐽 = 3), then the OLR model formed is as follows: 

logit[𝑃(𝑌𝑖 ≤ 1|𝐱𝑖)] = ln [
𝑃(𝑌𝑖 ≤ 1|𝐱𝑖)

1 − 𝑃(𝑌𝑖 ≤ 1|𝐱𝑖)
] = 𝛼1 + 𝐱𝑖

𝑇𝛃 

(3) 

logit[𝑃(𝑌 ≤ 2|𝐱𝑖)] = ln [
𝑃(𝑌𝑖 ≤ 2|𝐱𝑖)

1 − 𝑃(𝑌𝑖 ≤ 2|𝐱𝑖)
] = 𝛼2 + 𝐱𝑖

𝑇𝛃 

Then the probability value of each category on the 𝑗-th response variable is: 
𝜋1(𝐱𝑖) 

=
exp(𝛼1 + 𝐱𝑖

𝑇𝛃)

1 + exp(𝛼1 + 𝐱𝑖
𝑇𝛃)

 

(4) 
𝜋2(𝐱𝑖) 

=
exp(𝛼2 + 𝐱𝑖

𝑇𝛃)

1 + exp(𝛼2 + 𝐱𝑖
𝑇𝛃)

−
exp(𝛼1 + 𝐱𝑖

𝑇𝛃)

1 + exp(𝛼1 + 𝐱𝑖
𝑇𝛃)

 

𝜋3(𝐱𝑖) 
= 1 −

exp(𝛼2 + 𝐱𝑖
𝑇𝛃)

1 + exp(𝛼2 + 𝐱𝑖
𝑇𝛃)

. 

Parameter estimates obtained from the equation must go through a significance test which consists of two, namely 

simultaneous tests and partial tests. The simultaneous tests is used to determine the effect of predictor variables together 

or simultaneously on the response variable [17], [20]. The hypothesis used in the simultaneous test is as follows: 

𝐻0 : 𝛽1 = 𝛽2 = ⋯ = 𝛽𝑝 = 0 

𝐻1 : there is a least one 𝛽𝑘 ≠ 0, 𝑘 = 1,2, … , 𝑝 
(5) 

The simultaneous tests use the likelihood ratio test with the test statistic 𝐺 which is formulated as [13]: 

𝐺 = −2 ln [
(

𝑛1
𝑛

)
𝑛1

(
𝑛2
𝑛

)
𝑛2

(
𝑛3

𝑛
)

𝑛3

∏ [𝜋1(𝑥𝑖)𝑦1𝑖𝜋2(𝑥𝑖)𝑦2𝑖𝜋3(𝑥𝑖)𝑦3𝑖]𝑛
𝑖=1

] (6) 

with 𝑛1 = ∑ 𝑦1𝑖
𝑛
𝑖=1 , 𝑛2 = ∑ 𝑦2𝑖

𝑛
𝑖=1 , 𝑛3 = ∑ 𝑦3𝑖

𝑛
𝑖=1 , 𝑛 = 𝑛1 + 𝑛2 + 𝑛3. The critical region at the 𝛼 significant level for the 

hypothesis in Equation (5) is 𝐻0 rejected if the value of 𝐺 > 𝜒𝛼,𝑑𝑏
2  with 𝑑𝑏 = 𝑝 is the degree of freedom. 

Partial test is used to determine the effect of each predictor variable on the response variable [20]. The hypothesis of 

partial test is as follows: 

𝐻0 : 𝛽𝑘 = 0 

𝐻1 : 𝛽𝑘 ≠ 0, 𝑘 = 1,2, … , 𝑝 
(7) 

The partial test uses the Wald test with the W test statistic which is formulated as follows [13]: 

𝑊 =
𝛽̂𝑘

𝑆𝐸(𝛽̂𝑘)
 (8) 

where 𝛽̂𝑘 is the parameter estimate of 𝛽𝑘and 𝑆𝐸(𝛽̂𝑘) the standard error of 𝛽̂𝑘. The critical region at the 𝛼 significant level 

for the hypothesis in Equation (7) is 𝐻0 rejected if the value of  |𝑊| > 𝑍𝛼

2

. 

 
B. Artificial Neural Network 

Artificial Neural Network (ANN) is an analysis technique inspired by how the human brain calculates complex 

processes different from conventional digital computers [21]. ANN is composed of several layers, namely [22]: 

1. Input layer: Neurons that receive external input from outside the network (data source). These neurons do not perform 

any processing on the data, they only forward the data to the next layer. 
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2. Hidden layer: neurons that have no direct interaction with the “outside world” but only with other neurons in the 

network. 

3. Output layer: neurons that output the processed information from the network to the external environment. 

The main elements used to build an ANN model consists of  𝑥1, 𝑥2, … , 𝑥𝑝 Representing the information (input) 

received by neurons, 𝐖 = (𝑤1, 𝑤2, … , 𝑤𝑝) is a vector of synapse weights that modify the information received and 𝑏 is the 

bias (intercept or threshold) of a neuron. Mathematically, this can be expressed as [23]: 

𝑧 = 𝐖𝑇𝐱 = 𝑤1𝑥1 + 𝑤2𝑥2 + ⋯ + 𝑤𝑝𝑥𝑝. (9) 

An activation function is a function used in ANN to determine the output of each neuron. Its adequacy lies in its 

ability to make the system learn and solve complex tasks, making the neural network more powerful [24]. 

The optimizer is key component of the model training process. Adam is the most popular and widely used optimizer 

in deep learning. Adam is an efficient method for stochastic optimization because it only requires first-order gradients 

with small memory requirements. Adams algorithm combines Adagrad and RMSProp methods that adjust the learning 

rate of each parameter according to the estimated 1st and 2nd moment of each gradient [25]. 

Learning rate is the parameter that controls how much the weights and biases are corrected in the ANN during the 

training process. It plays a role in determining how certain inputs to the network will produce the desired output. The 

learning rate value usually uses a very small number, such as 0.001 or less [23]. 

 
C. Confusion Matrix 

The level of classification accuracy can also be seen using the Apparent Correct Classification Rate (ACCR) [17]. ACCR 

measures the proportion of training samples that are correctly classified by the classification function [26]. 

An example of a confusion matrix for three-category classification is shown in Table 1. 

Table 1 Confusion matrix for three categories 

Actual 

Group 

Number of 

observations 
Prediction Group 

𝑛̂1 𝑛̂2 𝑛̂3 

1 𝑛1 𝑛11 𝑛12 𝑛13 

2 𝑛2 𝑛21 𝑛22 𝑛23 

3 𝑛3 𝑛31 𝑛32 𝑛33 

where 𝑛𝑟 is the number of observations in group r, with r = 1,2,3. Classification accuracy using ACCR is formulated as 

follows: 

ACCR =
𝑛11 + 𝑛22 + 𝑛33

𝑛1 + 𝑛2 + 𝑛3
× 100%. (10) 

 
D. Stunting Prevalence 

Stunting prevalence is the percentage of children under the age of five with a height less than or below the average 

expected height for their age. The formula for calculating stunting prevalence is as follows: 

𝑆𝑡𝑢𝑛𝑡𝑖𝑛𝑔 𝑝𝑟𝑒𝑣𝑎𝑙𝑒𝑛𝑐𝑒 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑡𝑢𝑛𝑡𝑒𝑑 𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑
× 100%. (11) 

The following is a description of the stunting prevalence categories based on the prevalence threshold set by the 

WHO-UNICEF Technical Advisory Group on Nutrition Monitoring (TEAM) and released in 2018 [8]: 

Table 2 Stunting prevalence categories and thresholds 

Category Prevalence Threshold (%) 

Very low 𝑦 < 2,5 

Low  2,5 ≤ 𝑦 < 10 

Medium  10  ≤ 𝑦 < 20 

High  20 ≤ 𝑦 < 30 

Very high 𝑦 ≥ 30 

 

III. METHODOLOGY 
The data used in this study are secondary. Data on the prevalence of stunting toddlers and data on stunting handling 

indicators were obtained from the Ministry of Health website https://kesmas.kemkes.go.id/. The population used in this 

study is 514 districts/cities in Indonesia, while the sample used is 503 districts/cities in Indonesia in 2022. The variables 

in this study consist of response variables (𝑦) and predictor variables (𝑥), presented in Table 3. 

 

 

 

 

 

 

 

https://kesmas.kemkes.go.id/
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Table 3 Variables research 

Notation Variable Name Definition 

𝑦 Prevalence of stunting in 

toddler 

The percentage of children under five who are underweight or below 

the average expected height for their age. Stunting prevalence 

categories: 

0 = Medium 
(2,5% ≤ 𝑦 < 20%) 

1 = High 
(20% ≤ 𝑦 < 30%) 

2 = Very high 
(𝑦 ≥ 30%) 

𝑥1 Immunization Percentage of children aged 12-23 months who received complete basic 

immunization 

𝑥2 Birth assistance by 

healthcare workers in 

healthcare facilities 

Percentage of ever-married women (PPK) aged 15-49 years whose last 

childbirth was assisted by a skilled health worker at a health facility 

𝑥3 Modern family planning 

(FP) 

Percentage of women of reproductive age (15-49 years) or their partners 

who are sexually active and want to delay having children or do not 

want to have more children and use modern methods of contraception 

𝑥4 Exclusive breastfeeding Percentage of infants less than six months of age who are exclusively 

breastfed   

𝑥5 
Complimentary feeding 

(CF) 

Percentage of children 6-23 months of age receiving complementary 

feeding  

Percentage of households that have access to safe drinking water source 

services  

𝑥6 
Access to safe drinking 

water 

Percentage of households that have access to safe drinking water source 

services  

𝑥7 
Access to proper 

sanitation 

Percentage of households that have access to proper and sustainable 

sanitation services 

𝑥8 
Early Childhood 

Education (ECE) 

Percentage of gross enrollment rate (APK) of early childhood education 

3-6 years old  

𝑥9 
JKN/jamkesda 

ownership 

Percentage of the population who have JKN/jamkesda  

𝑥10 
Recipient of KPS/KKS or 

food assistance 

Percentage of households receiving KPS/KKS or food assistance 

(bottom 40 percent of the population) 

 

 

The data analysis technique used for classifying stunting in toddlers is the OLR and ANN method. The steps in the 

data analysis process by researchers are as follows: 

1. Performing data pre-processing 

2. Perform descriptive statistical analysis 

3. Detecting multicollinearity in predictor variables 

4. Data labeling is performed, namely changing the value of the variable of stunting toddlers into three categories: 

medium, high, and very high. 

5. The dataset is divided into training data and testing data, with the proportion of division divided into two scenarios, 

namely 80:20 and 90:10. 

6. Perform classification using the OLR method. 

7. Performing classification using the ANN method 

8. Comparing the accuracy of OLR and ANN models. 

 
IV. RESULTS AND DISCUSSIONS 
A. Data Preprocessing 

Data preprocessing involves checking missing data and duplicating data. Variables with a proportion of missing data, 

less than 5%, will be processed by removing all rows that have missing values from the dataset. Before the removal of 

missing data, the number of research units was 514, after the removal, the number of research units became 503. In 

addition, no duplicate data was found in the dataset. 
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B. Descriptive Statistical Analysis 

Figure 1 shows a map of the prevalence of stunting in 514 districts/cities in Indonesia, which is categorized based on 

the prevalence threshold of stunting in Table 2. 

 
Figure 1 Distribution of the prevalence of stunting by district/city in Indonesia in 2022 

Based on Figure 1, most districts/cities in Indonesia are categorized as having a high prevalence of stunting. Several 

districts/cities with a very high prevalence of stunting are in Papua, East Nusa Tenggara, and Aceh, as well as several 

districts/cities on Sulawesi Island and Kalimantan Island. In addition, there are a small number of districts/cities with a 

very high category in Java Island. Meanwhile, several districts/cities are in the medium category, especially in Sumatra 

Island and Java Island. On the other hand, several regions have reduced the prevalence of stunting toddlers to the low 

category, including big cities such as Surabaya and Denpasar and several other regions in various provinces. 
 
C. Detecting Multicollinearity 

Multicollinearity is detected by looking at the Variance Inflation Factor (VIF) value. A VIF value of ≥ 10 can indicate 

multicollinearity between predictor variables. Based on Table 4, the results show that the VIF value for each predictor 

variable is less than 10, so there is no indication of multicollinearity among the predictor variables 
Table 4 VIF value of predictor variables 

Variable VIF Value 

Immunization (𝑥1) 1,22 

Birth assistance by healthcare workers in healthcare facilities 

(𝑥2) 
1,91 

Modern Family Planning (FP) (𝑥3) 1,46 

Exclusive breastfeeding (𝑥4) 1,11 

Complimentary Feeding (CF) (𝑥5) 1,12 

Access to safe drinking water (𝑥6) 1,77 

Access to proper sanitation (𝑥7) 2,01 

Early Childhood Education (ECE) (𝑥8) 1,37 

JKN/jamkesda ownership (𝑥9) 1,26 

Recipient of KPS/KKS or food assistance (𝑥10) 1,27 

 
D. Data Labeling 

Data labeling was performed on the prevalence of stunting among children under five (y), classified into three 

categories: 0 for medium, 1 for high, and 2 for very high. The category is medium if the prevalence of stunting is between 

2.5% and less than 20%, high if the prevalence of stunting is between 20% and less than 30%, and very high if the 

prevalence of stunting reaches 30% or more. Based on the available data, districts/cities with a prevalence of stunting 

among children under five that were initially in the low category will be combined with the medium category because 

the data in the low category is relatively small. The results of the classification of the prevalence of stunting among 

children under five (y) are as follows: 170 districts/cities in category 0 (medium), 217 districts/cities in category 1 (high), 

and 116 districts/cities in category 3 (very high). 
 

E. Splitting data 

The results of the division of training data and testing data with a proportion of 80:20, consisting of 402 training data 

and 101 testing data. The training data consisted of 136 districts/cities in category 0 (medium), 173 districts/cities in 

category 1 (high), and 93 districts/cities in category 2 (very high). The testing data included 34 districts/cities in category 

0 (medium), 44 districts/cities in category 1 (high), and 23 districts/cities in category 2 (very high). The result of the 
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division of training data and testing data is a proportion of 90:10, consisting of 452 training data and 51 testing data. The 

training data consisted of 153 districts/cities in category 0 (medium), 195 districts/cities in category 1 (high), and 104 

districts/cities in category 2 (very high). The testing data included 17 districts/cities in category 0 (medium), 22 

districts/cities in category 1 (high), and 12 districts/cities in category 2 (very high). 
 
F. Prevalence Stunting Prevalence Classification Using OLR 

1. Parameter estimation 

Classification of the prevalence of stunting toddlers in Indonesia using OLR begins with the formation of an OLR 

model written as follows: 

 
logit[𝑃(𝑌𝑖 ≤ 1|𝐱𝑖)] = 𝛼1 + 𝛽1𝑥𝑖1 + 𝛽2𝑥𝑖2 + 𝛽3𝑥𝑖3 + 𝛽4𝑥𝑖4 + 𝛽5𝑥𝑖5 + 𝛽6𝑥𝑖6 + 𝛽7𝑥𝑖7 + 𝛽8𝑥𝑖8 + 𝛽9𝑥𝑖9 + 𝛽10𝑥𝑖10 (12) 

logit[𝑃(𝑌𝑖 ≤ 2|𝐱𝑖)] = 𝛼2 + 𝛽1𝑥𝑖1 + 𝛽2𝑥𝑖2 + 𝛽3𝑥𝑖3 + 𝛽4𝑥𝑖4 + 𝛽5𝑥𝑖5 + 𝛽6𝑥𝑖6 + 𝛽7𝑥𝑖7 + 𝛽8𝑥𝑖8 + 𝛽9𝑥𝑖9 + 𝛽10𝑥𝑖10 (13) 

The parameter estimation of the OLR model in Equations (12) and (13) can be obtained using the MLE method and 

Fisher Scoring iteration. There are two OLR models used to classify the prevalence of stunting toddlers in Indonesia, 

namely the OLR 1 model, which is built based on the proportion of training and testing data, namely 80:20, and the OLR 

2 model, which uses the proportion of data, namely 90:10. Based on the results of the OLR model parameter estimation 

in, the logit model for the OLR 1 model is displayed in Equation (14). 
logit[𝑃(𝑌𝑖 ≤ 1|𝐱𝑖)] = −5,1825 + 0,0035𝑥𝑖1 + 0,0247𝑥𝑖2 + 0,0195𝑥𝑖3 − 0,0107𝑥𝑖4 − 0,0128𝑥𝑖5 + 0,0310𝑥𝑖6 + 

0,0196𝑥𝑖7 − 0,0004𝑥𝑖8 − 0,0112𝑥𝑖9 − 0,0188𝑥𝑖10 
(14) 

logit[𝑃(𝑌𝑖 ≤ 2|𝐱𝑖)] = −2,8952 + 0,0035𝑥𝑖1 + 0,0247𝑥𝑖2 + 0,0195𝑥𝑖3 − 0,0107𝑥𝑖4 − 0,0128𝑥𝑖5 + 0,0310𝑥𝑖6 + 
0,0196𝑥𝑖7 − 0,0004𝑥𝑖8 − 0,0112𝑥𝑖9 − 0,0188𝑥𝑖10 

The OLR 2 model can be seen in Equation (15). 
logit[𝑃(𝑌𝑖 ≤ 1|𝐱𝑖)] = −5,0335 + 0,0028𝑥𝑖1 + 0,0260𝑥𝑖2 + 0,0178𝑥𝑖3 − 0,0078𝑥𝑖4 − 0,0138𝑥𝑖5 + 0,0209𝑥𝑖6 + 

0,0270𝑥𝑖7 − 0,0028𝑥𝑖8 − 0,0125𝑥𝑖9 − 0,0128𝑥𝑖10 
(15) 

logit[𝑃(𝑌𝑖 ≤ 2|𝐱𝑖)] = −2,7733 + 0,0028𝑥𝑖1 + 0,0260𝑥𝑖2 + 0,0178𝑥𝑖3 − 0,0078𝑥𝑖4 − 0,0138𝑥𝑖5 + 0,0209𝑥𝑖6 + 
0,0270𝑥𝑖7 − 0,0028𝑥𝑖8 − 0,0125𝑥𝑖9 − 0,0128𝑥𝑖10 

 

2. Simultaneous parameter testing 

Simultaneous testing is used to determine the effect of predictor variables on response variables together or 

simultaneously. The hypothesis used for the simultaneous test is as follows: 

𝐻0  : 𝛽1 = 𝛽2 = ⋯ = 𝛽10 = 0 

𝐻1  : there is at least one 𝛽𝑘 ≠ 0, 𝑘 = 1,2, … ,10 

The test statistic used is the 𝐺 test statistic in Equation (6), with the critical region 𝐻0 rejected if the 𝐺 > 𝜒0,05,10
2 . The 

calculation results can be seen in Table 5. 
Table 5 Simultaneous test result 

Model 𝐺 𝒅𝒃 𝝌𝟎,𝟎𝟓,𝟏𝟎
𝟐  Decision 

Model OLR 1 103,8236 10 
18,31 

𝐻0 is rejected  

Model OLR 2 107,5529 10 𝐻0 is rejected 

Based on Table 5, it can be seen that the 𝐺 value of the OLR 1 and OLR 2 models is greater than the value of 𝜒0,05,10
2 , so it 

is decided that 𝐻0 is rejected, so it can be concluded that simultaneously the predictor variables have a significant effect 

on the prevalence of stunting in toddlers in Indonesia. 

 
Table 6 Results of partial testing of OLR Model 1 

Parameter 𝑾 𝒁0,025 Decision 

𝛽̂1 0,7260 

1,96 

𝐻0 accepted 

𝛽̂2 2,9400 𝐻0 rejected 

𝛽̂3 2,8480 𝐻0 rejected 

𝛽̂4 −1,9680 𝐻0 rejected 

𝛽̂5 −1,5370 𝐻0 accepted 

𝛽̂6 2,8960 𝐻0 rejected 

𝛽̂7 2,2360 𝐻0 rejected 

𝛽̂8 0,0450 𝐻0 accepted 

𝛽̂9 1,7460 𝐻0 accepted 

𝛽̂10 −3,1070 𝐻0 rejected 

 

3. Partial parameter testing 

Partial testing is used to determine the effect of predictor variables on response variables individually (partially). The 

hypotheses used for partial testing are as follows: 

𝐻0  : 𝛽𝑘 = 0 

𝐻1  : 𝛽𝑘 ≠ 0, 𝑘 = 1,2, … ,10 
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The test statistic used is the 𝑊 test statistic in Equation (7), with the critical area 𝐻0 rejected if the value of |𝑊| > 𝑍𝛼

2

. The 

results are shown in Tables 6 and 7. 

 

In Table 6, six predictor variables significantly influence the prevalence of stunted toddlers in Indonesia: birth assistance 

by healthcare workers in healthcare facilities, modern Family Planning (FP), exclusive breastfeeding, access to safe 

drinking water, access to proper sanitation, and recipients of KPS/KKS or food assistance. 
Table 7 Partial test of OLR Model 2 

Parameter 𝑾 𝒁0,025 Decision  

𝛽̂1 0,6150 

1,96 

𝐻0 accepted 

𝛽̂2 3,2560 𝐻0 rejected 

𝛽̂3 2,7400 𝐻0 rejected 

𝛽̂4 −1,5380 𝐻0 accepted 

𝛽̂5 −1,7840 𝐻0 accepted 

𝛽̂6 2,1570 𝐻0 rejected 

𝛽̂7 3,2040 𝐻0 rejected 

𝛽̂8 −0,3860 𝐻0 accepted 

𝛽̂9 −2,0720 𝐻0 rejected 

𝛽̂10 −2,2580 𝐻0 rejected 

In Table 7, six predictor variables significantly affect the prevalence of stunted toddlers in Indonesia: birth assistance by 

healthcare workers in healthcare facilities, modern Family Planning (FP), access to safe drinking water, access to proper 

sanitation, ownership of JKN/Jamkesda, and recipients of KPS/KKS or food assistance.  

 

4. Classification of Prevalence of Stunting Toddlers Using the OLR 1 Model 

Prediction of classification of the prevalence of stunting toddlers in districts/cities in Indonesia using the OLR 1 model, 

which is built from 80% of the total data, namely 402 training data. Classification of the prevalence of stunting toddlers 

using the model in Equation (14). The results of the classification prediction on the training data are displayed in the form 

of a confusion matrix in Table 8. 
Table 8 Confusion matrix of the OLR 1 model on the training data 

Actual Group 
Number of 

observation 

Prediction Group 

Medium  High  Very high 

Medium 136 65 69 2 

High 173 44 116 13 

Very high 93 5 60 28 

Based on Table 8, the ACCR value is obtained using Equation (10) as follows: 

ACCR =
65 + 116 + 28

136 + 173 + 93
× 100% 

 
=

209

402
× 100% 

= 51,99%. 

Model performance evaluation is carried out using testing data, with the results of the confusion matrix prediction 

shown in Table 9. 
Table 9 Confusion matrix of the OLR 1 model on the testing data 

Actual Group 
Number of 

observations 

Prediction Group 

Medium  High  Very high 

Medium 34 16 18 0 

High 44 9 31 4 

Very high 23 2 17 4 

Based on Table 9, the ACCR value is obtained as follows: 

ACCR =
16 + 31 + 4

34 + 44 + 23
× 100% 

 =
51

101
× 100% 

= 50,50%. 

The ACCR value obtained shows that the model can predict new data by 50.50%. 

 

5. Classification of Prevalence of Stunting Toddlers Using the OLR 2 Model 

Prediction of classification of the prevalence of stunting toddlers in districts/cities in Indonesia using the OLR 2 model, 

which is built from 90% of the total data, namely 452 training data. Classification of the prevalence of stunting toddlers 
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using the model in Equation (15). The results of the classification prediction on the training data are displayed in the form 

of a confusion matrix in Table 10. 
Table 10 Confusion Matrix of the OLR 2 Model on the training data 

Actual Group 
Number of 

observations 

Prediction Group 

Medium  High  Very high 

Medium 153 72 79 2 

High 195 48 131 16 

Very high 104 5 70 29 

In Table 10, the ACCR value can be seen as follows: 

ACCR =
72 + 131 + 29

153 + 195 + 104
× 100% 

 =
235

452
× 100% 

= 51,33%. 

Model performance evaluation is carried out using testing data, with the results of the Confusion matrix prediction 

shown in Table 11. 
Table 11 Confusion matrix of the OLR 2 model on the testing data 

Actual Group 
Number of 

observations 

Prediction Group 

Medium  High  Very high 

Medium 17 7 10 0 

High 22 4 16 2 

Very high 12 0 9 3 

Based on Table 11, the ACCR value is obtained as follows: 

ACCR =
7 + 16 + 3

17 + 22 + 12
× 100% 

 
=

26

51
× 100% 

= 50,98%. 

The ACCR value obtained shows that the model can predict new data by 50.98%. 
 
G. Stunting Prevalence Classification Using ANN 

To understand the structure of the model used, the architectural illustration of the ANN applied in this study can be 

seen in Figure 2. 

  
Figure 2 ANN model design 

In Figure 2, the ANN network architecture has three main layers: the input, hidden, and output. The input layer has 

10 neurons representing 10 input variables or predictor variables. Each neuron in this layer receives one feature from the 

data used in the model. This network has three hidden layers, each having 10, 20, and 30 neurons. Each neuron in the 

first hidden layer is connected to each neuron in the input layer, and each neuron in the second hidden layer is connected 

to each neuron in the first hidden layer. The hidden layer functions to perform computations to recognize complex 

patterns in the data. Furthermore, the output layer has three neurons representing three output categories. Each neuron 

in this layer outputs a probability value for each category predicted by the model. The activation function used in the 

hidden layer is ReLU, while the output layer uses SoftMax to produce probability values. The models built will be divided 

into ANN model 1 for the 80:20 data sharing proportion and ANN model 2 for the 90:10 data sharing proportion. 

After designing the ANN network architecture, the next step is to compile the model. This compilation process aims 

to determine several important parameters used during model training. In this model, using the Adam optimizer, the 

loss function is categorical cross-entropy, and the evaluation metric is accuracy in monitoring model performance during 

training. 

The compiled model is then used to train the training data. This training process will be carried out for 200 epochs, 

which means the model will see the entire dataset 200 times to minimize the loss function and improve its accuracy. The 
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training process in ANN involves two phases, namely forward propagation and backpropagation. These two phases 

work together to improve the weights and biases in the network so that the model can make more accurate predictions. 

 

1. Classification of Prevalence of Stunting Toddlers Using ANN Model 1 

The prediction results of classifying the prevalence of stunting toddlers in districts/cities in Indonesia using 402 

training data are presented in the confusion matrix in Table 12. 
Table 12 Confusion Matrix of ANN model 1 on training data 

Actual Group 
Number of 

observations 

Prediction Group 

Medium  High  Very high 

Medium 136 82 46 8 

High 173 22 130 21 

Very high 93 12 29 52 

Based on Table 12, the ACCR value can be seen as follows: 

ACCR =
82 + 130 + 52

136 + 173 + 93
× 100% 

 
=

264

402
× 100% 

= 65.67%. 

The model evaluation results using testing data are summarized in the Confusion matrix presented in Table 13. 
Table 13 Confusion Matrix of ANN model 1 on testing data 

Actual Group 
Number of 

observations 

Prediction Group 

Medium  High  Very high 

Medium 34 21 13 0 

High 44 8 32 4 

Very high 23 5 7 11 

Based on Table 13, the ACCR value is obtained as follows: 

ACCR =
21 + 32 + 11

34 + 44 + 23
× 100% 

 
=

64

101
× 100% 

= 63.37%. 

The ACCR value obtained shows that the model can predict new data by 63.37%. 

 

2. Classification of Prevalence of Stunting Toddlers Using ANN 2 Model 

The results of predicting the prevalence classification of stunting toddlers in districts/cities in Indonesia using 452 

training data are summarized in the confusion matrix presented in Table 14. 
Table 14 Confusion Matrix of the ANN 2 model on training data 

Actual Group 
Number of 

observations 

Prediction Group 

Medium  High  Very high 

Medium 153 92 57 4 

High 195 61 109 25 

Very high 104 17 38 49 

Based on Table 14, the ACCR values can be seen as follows: 

ACCR =
92 + 109 + 49

153 + 195 + 104
× 100% 

 =
250

452
× 100% 

= 55.31%. 

The model evaluation results using testing data are summarized in the Confusion matrix presented in Table 15. 
Table 15 Confusion Matrix of the ANN 2 model on testing data 

Actual Group 
Number of 

observations 

Prediction Group 

Medium  High  Very high 

Medium 17 10 7 0 

High 22 6 13 3 

Very high 12 1 5 6 

In Table 15, the ACCR values are obtained as follows: 
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ACCR =
10 + 13 + 6

17 + 22 + 12
× 100% 

 
=

29

51
× 100% 

= 56.86%. 

The ACCR value obtained shows that the model can predict new data by 56.86%. 
 
H. Comparison of Classification Methods in Classifying the Prevalence of Toddler Stunting in Districts/Cities in 

Indonesia in 2022 

Table 16 compares the accuracy of the classification results of the prevalence of toddler stunting in districts/cities in 

Indonesia in 2022 using the OLR and ANN methods. 
Table 16 Comparison of classification method accuracy 

Method Proportion 
Accuracy 

Training Testing 

OLR 
80:20 51,99% 50,50% 

90:10 51,33% 50,98% 

ANN 
80:20 65,67% 63,37% 

90:10 55,31% 56,86% 

Based on Table 16, the ANN method with a training and testing data proportion of 80:20 has the highest accuracy 

value, 63.37%. This shows that the ANN method with a training and testing data proportion of 80:20 works better than 

the OLR method in classifying the prevalence of stunted toddlers in districts/cities in Indonesia in 2022. 

V. CONCLUSIONS AND SUGGESTIONS 
Based on the results of the classification of the prevalence of stunting toddlers in districts/cities in Indonesia in 2022 

using the ANN and OLR methods with data proportions of 80:20 and 90:10, the ANN method with data proportions of 

80:20 shows better performance than the OLR method. The ANN method, with a data proportion of 80:20, obtained an 

accuracy of 63.37%, while the proportion of 90:10 only reached 56.86%. OLR, with a data proportion of 80:20, obtained 

an accuracy of 50.50%, while at a data proportion of 90:10, it obtained an accuracy of 50.98%. This indicates that ANN, 

especially at a proportion of 80:20, provides better classification performance than OLR. For future research, the selection 

of architecture design parameters in ANN is generally done through trial-and-error procedures, so it is recommended to 

explore the ANN architecture, such as variations in the number of neurons and the number of hidden layers, in order to 

produce optimal model performance. In addition to OLR and ANN methods, several other methods were considered to 

improve the model's accuracy. Ensemble methods such as Random Forest, Gradient Boosting, or XGBoost can handle 

unbalanced data to provide more optimal results. 
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