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ABSTRACT - Earthquakes pose a major threat in Indonesia, particularly in complex tectonic regions like Sulawesi and Maluku.
To support disaster mitigation, this research employs the Self Organizing Maps (SOM) method —an unsupervised technique that
reduces data dimensionality into an intuitive two-dimensional form —to cluster earthquake data using four key variables: longitude,
latitude, magnitude, and depth. The dataset includes 5,275 earthquake records from 2022, sourced from the Meteorology,
Climatology, and Geophysics Agency (BMKG). SOM training produced 25 neurons, which were then grouped into three optimal
clusters using hierarchical clustering, validated by internal metrics: the lowest Connectivity Index (296.1512), highest Silhouette
Index (0.3304), and a Dunn Index of 0.0058. Cluster 1, with 13 neurons, covers eastern Sulawesi and Maluku, featuring medium
magnitude and depth. Cluster 2, with 11 neurons, represents central to southern Sulawesi, characterized by low magnitude and
shallow depth. Cluster 3, comprising a single neuron, includes western regions with high-magnitude, very deep earthquakes.
Keywords— Clustering, Earthquake, Internal Validation, Self Organizing Maps (SOM).
e

. INTRODUCTION

Earthquakes are a natural phenomenon that often occurs in various parts of the world, including Indonesia [1].
According to a report by Indonesian Agency for Meteorological, Climatological and Geophysics in 2021, Indonesia is one
of the most seismically active countries in the world due to the convergence of the Eurasian, Indo-Australian, and Pacific
tectonic plates. The Sulawesi and Maluku regions are earthquake-prone areas because they are located in subduction
zones and complex active faults [2]. Data from Center for Meteorology Climatology and Geophysics Region IV shows a
significant increase in the number of earthquakes in this region, from 2,300 events per year to more than 3,000 since 2018.
With the high frequency of earthquakes, further analysis is needed to understand their occurrence patterns to support
disaster mitigation.

One effective approach to analyzing earthquake patterns is data clustering. This method aims to group objects based
on similar characteristics so that hidden patterns in the data can be identified [3]. One of the artificial neural network-
based clustering methods widely used in complex data analysis is the Self Organizing Map (SOM). SOM is able to reduce
the dimension of data while maintaining its topological structure, making it suitable for earthquake distribution analysis
[4].

Several previous studies have used SOM in earthquake clustering analysis. For example, one study clustered the
level of damage and earthquake strength on the island of Java [5]. Another study clustered districts in West Java based
on COVID-19 cases and identified two main clusters [6]. This study aims to cluster earthquake points in the Sulawesi and
Maluku regions using the SOM method and analyze the characteristics of the resulting clusters.

Il. LITERATURE REVIEW
A. Clustering

Clustering algorithms are used to separate data samples into groups so that samples belonging to a group have the
most similarity with members of the same group and have the least similarity with members of other groups [7]. The
basic concept of cluster analysis measurement is the concept of distance and similarity measurement. In this study, the
distance measure used is the euclidean distance [8].

dgy = /Z(Wji —x)’

d;y = distance between the weight vector (W};) and the input vector (x;)
Wj; = weight vector

X = input vector

1 = many observed variables

B. Data Standardization

Data standardization is needed when there are differences in unit sizes between variables, which can affect the results
of the analysis [9]. The goal is to reduce variation between variables so that there is no domination by variables with a
larger scale [10]. One commonly used method is the z-score transformation, which is expressed in the following equation

[9].
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z = data standardization value
x; = data value i

X = mean value of variable X;

s = standard deviation value

C. Cluster Analysis Assumption Test

In cluster analysis, one of the assumptions that need to be tested is multicollinearity, which is a strong linear
relationship between two or more variables in the data [9]. High multicollinearity can reduce the accuracy of interpreting
clustering results, so it is important to ensure variables are free from this problem before further analysis.

One method used to measure the relationship between variables is Pearson correlation, which assesses the strength
and direction of the linear relationship between two variables [11]. If the correlation coefficient value is > 0.8, then the
variables are considered to have a strong relationship. The value of r ranges from -1 to +1, where a positive value indicates
a unidirectional relationship, while a negative value indicates an opposite relationship [10]. The Pearson correlation
formula is as follows [11].

- NIXY - EX.E1
JIN.ZX? = (EXH.(N.XY2 = (Z1)?)

Tyy = Correlation index number between variables X and Y

N = Number of objects
X = Value of variable X
Y = Value of variable Y

D. Cluster Validation
Cluster validation is the process of evaluating the results of cluster analysis or clustering to determine how good the

resulting cluster is quantitatively and objectively. In this study, internal validation will be used, namely by using the

connectivity index, silhouette index, and Dunn index.

1) Connectivity Index
The Connectivity Index is an index that shows the degree of cluster relationship based on the number of nearest
neighbors and has values ranging from zero to infinity. The smaller the value, the better the resulting cluster [12].
The connectivity index is formulated as follows [12].

N
conn(c) = Z Z Xinni()
i=1j=1
with,
nn;;y = nearest neighbor observations from object j to object i
L = nearest neighbor count parameter

Xinni(j) = the value of object i is 0 if object i and j are in one cluster and 1 for object j is not in one cluster.
2)  Silhouette Index
The Silhouette Index is a good tool for evaluating the performance of clustering algorithms, especially on high-
dimensional data sets where direct visualization of results is limited [13]. In certain observations, if the index value
is close to 1, the cluster is considered well formed and if the index value is close to -1, the cluster result is considered
unfavorable. The silhouette index is formulated as follows [12].
s = ba — aw
max(a(i), b(i))
with,
() = silhouette index of object i
ag;) = average similarity between object i and other objects in the cluster
by = smallest value of average similarity between object i and other objects outside the cluster
3) Dunn Index
The Dunn Index aims to maximize the distance between clusters while minimizing the distance within clusters [13].
The Dunn index is formulated as follows [12].

dmin

Dunn =
dmax

with,
dmin = smallest distance between observations in different clusters
dmax = largest distance in each data cluster

E. Self Organizing Maps (SOM)
SOM is a method introduced by Teuvo Kohonen in 1982, which combines artificial neural networks and prototype-
based clustering [14]. SOM is used in cluster analysis and data visualization, working unsupervised by mapping the
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weights according to the given input data [15].

In a SOM network, each neuron competes to be the winner, where the neuron that best matches the input pattern is
selected as the winner neuron, and its weight is updated along with the surrounding neurons [16]. SOM has several
advantages, including not requiring variable distribution assumptions, being able to handle complex nonlinear problems,
and being effective in dealing with noise and missing data [17].

The stages in clustering using SOM are as follows [8].

1) Initialization in the form of weights (W};) obtained randomly for each node. After the weight (W};) is given, the network
is given input (x;).

2) After the input is received, the network will calculate the distance vector d(j) obtained by summing the difference
between the weight vector (W};) and the input vector (x;) with the formula as follows [8].

dgy = ,Zl(Wﬁ -x)”

3) After the distance between the nodes is known, the minimum value of the distance vector d(j) is determined, then
the next step is to change the weight with the formula as follows [8].
Wj;(new) = Wj; (old)+ [x; — Wj; (old)]
4) In the process of obtaining new weigts requires a learning rate (@) value of 0 < a < 1. The learning rate value at
each epoch will decrease to a(i +1) = 0,5a. The test termination condition is carried out when the iteration has
reached the maximum iteration that has been determined.

F. Earthquakes

An earthquake is a phenomenon of vibration or shaking that occurs on the earth's surface due to the sudden release of
energy in the earth's crust. Tectonic earthquakes are the most common earthquakes that occur as vibrations resulting
from the event of rock breaking due to the collision of two plates slowly that the accumulated energy of the collision
exceeds the strength of the rock, then the rock below the surface [18].

Earthquakes are the biggest threat faced with the potential for tsunamis in them that can cause damage and even cause
casualties [19]. Earthquake energy can cause great damage and disaster depending on the depth of the earthquake source,
the strength of the earthquake, and the distance from the epicenter.

lll. METHODOLOGY
This study conducted clustering using earthquake data in the Sulawesi and Maluku Island regions in 2022 totaling

5,275 data obtained from publications on the Meteorology, Climatology and Geophysics Agency (BMKG) website,

https://www.bmkg.go.id. The data analysis method used is SOM analysis. SOM is an analysis method for high-

dimensional data and no assumptions are needed and can produce visualization of the object. The variables used in this
study are latitude, longitude, depth, and magnitude.
The research procedures carried out in this study are described as follows:

1) Collecting and inputting data on earthquake points in the Sulawesi and Maluku regions from 2022 obtained from
the website of the Meteorology, Climatology and Geophysics Agency (BMKG).

2) Perform descriptive analysis to describe the variables used in the study, namely latitude, longitude, magnitude, and
depth.

3) Performing a data standardization process for each research variable to have the same scale so that no variable
dominates in the clustering process.

4) Performing assumption testing in the form of multicollinearity test to ensure that there is no strong linear
relationship between independent variables.

5) Determining the best number of clusters through the validity test by comparing the values of the connectivity index,
sillhouette index, and dunn index.

6) Perform clustering using the SOM method. First initialize the weights randomly, then calculate the distance of the
data on the weights. From the results of the distance calculation, the minimum value will be determined, after which
the weight changes and the weight is updated. Updating the weights requires a learning rate value, for the first
iteration it has been determined while for each iteration the learning rate will be updated using the equation, repeat
the steps until there is no change in weight in the previous iteration. Then visualization analysis is carried out with
the SOM method.

7) Divide the SOM nodes into several clusters using the hierarchical clustering method according to the results of the
cluster validity test. This process is carried out by calculating the distance between SOM nodes based on their
weights, then the results of this process will determine the group of nodes that represent the earthquake distribution
pattern in the SOM map.

8) The resulting output is the result of the clustering of earthquake points using SOM.

IV. RESULTS AND DISCUSSIONS
Before analyzing the clustering using SOM, the data preprocessing stage is first carried out by standardizing. This
process is important because the earthquake data used has four variables with different measurement scales, namely
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Longitude (118°-134° East), Latitude (8° LS - 4° LU), Magnitude (1-6 SR), and Depth (0-750 km). Using the Z-score
method, the results of data standardization for the four variables are shown in Table 1.
Table 1 Data Standardization Results

Data z(X,) z(X;) z(X3) z(X,)
1 -0.4765 -1.4270 -0.6174 -0.5382
2 -0.4857 -1.4008 0.1024 -0.5382
3 -0.4748 -1.4034 -0.5108 -0.5382
4 0.7362 1.7548 1.8085 0.1986
5 -0.5665 -1.2905 -0.5241 0.3596

5275 -0.5739 0.7992 -0.9639 1.3758

Furthermore, multicollinearity assumptions were tested to identify whether there was a significant linear relationship
between the independent variables used. By using the Pearson correlation formula, the overall correlation value between
variables is presented in Figure 1.

longitude

latitude

Figure 1 Correlation between variables

The results of multicollinearity testing using the correlation matrix in Figure 1. show that in general there is no serious
multicollinearity problem in the variables to be used. The correlations between the independent variables tend to be low
to medium, with the highest correlation found between Longitude and Latitude at 0.37, which is still within reasonable
limits. A stronger correlation was only seen between Magnitude and depth at 0.31, which is also medium. As such, there
is no strong linear relationship between the variables, so each variable can be considered to make a relatively independent
contribution to the clustering model to be built.

Next, a cluster validity test was conducted to determine the optimal number of clusters. The cluster validity test used
includes an internal validation test using the Connectivity, Silhouette, and Dunn indices. The number of clusters selected
will be based on the smallest Connectivity index value, a large Silhouette index value, and a Dunn index value close to

1. The process of working on cluster validation and SOM cluster analysis is done using R software.
Table 2 Cluster Validation Output

Internal Validation Test Cluster
3 4 5 6
Connectivity Index 296.1512 458.3206 523.8837 667.1020
Silhouette Index 0.3304 0.3094 0.3213 0.3043
Dunn Index 0.0058 0.0038 0.0037 0.0038

The number of clusters tested for validity is from 3 to 6 clusters. In the validity test conducted, it was found that the
most optimal number of clusters was 3 clusters. This is proven through three comprehensive validation criteria:
Connectivity Index with the lowest value of 296.1512 which indicates the closeness of objects in the cluster, Dunn Index
of 0.0058 which illustrates the diversity of distances between clusters, and the highest Silhouette Index of 0.3304 which
shows the quality of clustering with the level of similarity of objects in one cluster and differences with other clusters.
The results of this analysis show that the division of data into 3 clusters for the SOM method provides the most coherent
clustering structure, is able to capture the characteristics of the data in a representative manner, and provides a more in-
depth perspective on the complex patterns and relationships in the dataset under study.

To obtain clusters of earthquake points in the Sulawesi and Maluku regions in 2022 and determine the characteristics
of each cluster, SOM clustering analysis is used. The SOM network requires a training progress to minimize the average
distance of an object to the nearest unit [20].
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Figure 2 Training Progress Chart

Based on the graph in Figure 2, it is known that the training process lasts for 6000 iterations. The graph shows the value
of the mean distance to closest unit (the average distance of each data to the nearest cluster unit) which decreases as
iterations increase. At the 4000th iteration, the graph looks stable, which indicates that the training process using the
SOM method has reached stability. This indicates that the resulting map is good enough to represent the trained data.
The mean distance to closest unit value at the end of training is 0.0045, which means that on average each object in the
data has a distance of 0.0045 to the nearest unit in the SOM map.

After the SOM model training process, 25 neurons were obtained that represented the final weights of the network.
Each neuron describes the characteristics of earthquake data based on the four variables used, namely longitude, latitude,
magnitude, and depth.

Furthermore, the clustering results using SOM were further divided into three clusters using the hierarchical clustering
method. This cluster division is based on the results of the cluster validity test which shows that three clusters are the
optimal number. The hierarchical clustering process was applied to the SOM neuron weights to group the 25 neurons
into three main clusters.

In the process of the SOM algorithm, an SOM model is obtained in the form of a fan diagram as shown in Figure 3.

d Ya Y4 N7,
W AY AW AW .
. YA Yd (&%

= jongitude B mag
O lttude O kedalaman

Figure 3 Fan Output Diagram

Based on Figure 3. obtained from the analysis using the SOM algorithm, we can see the clustering of neurons with a
hexagonal topology that forms 3 clusters from 5275 earthquake data. In the diagram, there are 25 neurons divided into 3
clusters, where cluster 1 is marked in purple and has 13 neurons that are more dominant in the longitude, latitude and
magnitude variables. Cluster 2 is marked in orange and has 11 neurons that are more dominant in the latitude and
magnitude variables. Cluster 3, marked in red, has only 1 neuron with prominent characteristics in the depth and
magnitude variables. This neuron clustering pattern illustrates the different characteristics between clusters based on
their longitude, latitude, magnitude, and depth variables in representing the earthquake data analyzed.

The following are the clustering results of earthquake points in the Sulawesi and Maluku regions obtained with the

help of the R program (Rstudio).
Table 3 Cluster Analysis Results

Number of

Cluster Neuron List
Members

1 Neuron 1, Neuron 6, Neuron 7, Neuron 11, Neuron 12, Neuron 13, Neuron 2457
16, Neuron 17, Neuron 18, Neuron 21, Neuron 22, Neuron 23, Neuron 24
Neuron 2, Neuron 3, Neuron 4, Neuron 5, Neuron 8, Neuron 9, Neuron 10,
Neuron 14, Neuron 15, Neuron 19, Neuron 20

3 Neuron 25 86
From the table, the number of each member of each cluster formed is known. The cluster division is obtained from the

clustering results using the Kohonen SOM algorithm.

2 2732
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Table 4 Cluster Profilization

Variable Mean
Cluster 1 Cluster 2 Cluster 3
Longitude 127.78 121.03 124.34
Latitude -0.88 -4.25 -5.34
Magnitude 3.74 3.07 4.33
Depth 56.9 38.5 469.3

Based on the information contained in Table 4, each cluster can be interpreted as follows:
1. Cluster 1 represents earthquakes occurring mostly in the eastern part of Sulawesi and Maluku, characterized
by moderate magnitude (=3.74 SR) and moderate depth (=56.9 km).
2. Cluster 2 corresponds to the central-southern region of Sulawesi, marked by lower magnitude (=3.07 SR) and
shallow depth (=38.5 km).
3. Cluster 3 represents western and deeper regions, with high-magnitude (4.33 SR) and very deep earthquakes
(~469.3 km).

V. CONCLUSIONS AND SUGGESTIONS

Based on the results of the previous discussion, it can be concluded that the clustering results using SOM produce 25
neurons which are then divided into three optimal clusters based on the validity test with the smallest Connectivity
Index value of 296.1512, the highest Silhouette Index of 0.3304, and the Dunn Index of 0.0058. Cluster 1 consists of 13
neurons with 2457 members, Cluster 2 consists of 11 neurons with 2732 members, and Cluster 3 consists of only 1
neuron with 86 members.

Future studies can expand this work by incorporating spatio-temporal earthquake patterns or integrating additional
geophysical variables to improve clustering precision for disaster mitigation.
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