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1 | INTRODUCTION

There is frequently an uneven distribution of access points, with some areas having several signals colliding with one other while
others have no signal at all (blank spot). The parameter that determines the access point’s performance is the signal strength
value. On a Wi-Fi network, the access point’s location has a significant impact on the coverage area for the receiver. The better
the access point’s positioning, the better the coverage area for the receiver!!). As a result, optimal access point placement on a
Wi-Fi network is required to maximize the coverage while maintaining the signal strength.

Clustering is an unsupervised classification that partitions a data set into meaningful subsets. Each object in the dataset shares
some common property, often proximity according to some defined distance measure. Data points in the same cluster have
common features (such as distance) distinct from data points in other clusters!?!. K-means clustering is the clustering method
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that can map the optimal area based on the parameters above. The K-means Clustering defines the centroid of a cluster as the
mean value of the points within the cluster . K-means Clustering can progressively improve the clustering quality and approach
an optimal access point placement.

Measurement of signal strength is used to obtain the estimated distance using the Received Signal Strength Indicator (RSSI)
method. The measurement method is carried out using IoT devices placed in strategic places estimated to capture measurement
parameters. This strategic place can be found by observing the blueprint of a building. The embedded IoT sends its data to the
server for analysis. The server analyzes using the K-Means Clustering algorithm to cluster the observation area. Based on these
issues, the author proposes a system that uses the K-Means Clustering method to optimize the placement of access points on a
Wi-Fi network.

2 | LITERATURE REVIEW

This section provides description related to methods and technologies related access point optimization or data clustering. It
includes internet of things, wireless fidelity, access point, D. received signal strength indicator, min-max normalization, and
clustering.

2.1 | Internet of Things (IoT)

Internet of Things, IoT, is an application domain that integrates different technological and social fieldsMadhulatha®!, Dar-
mawan et al.®], CASAGRAS (Coordinator and support action for global RFID-related activities and standardization) defines,
A global network infrastructure linking physical and virtual objects through the exploitation of data capture and communication
capabilities. This infrastructure includes existing and evolving internet and network developments. It would offer specific object-
identification, sensor, and connection capability to develop independent cooperative services and applications. These would be
characterized by a high degree of autonomous data capture, event transfer, network connectivity, and interoperability [l

The definition of IoT has evolved due to several technologies, real-time analysis, machine learning, sensors, and embedded
systems. IoT is related to controlling devices remotely and sharing data, virtualizing everything tangible in the form of the
internet, and so on. The internet becomes a liaison between machines automatically. In addition, a user acts as a regulator and
supervisor of the work of the tool directly. The benefit of using IoT technology is that the work performed by humans becomes
faster, easier, and more efficient.

2.2 | Wireless Fidelity

Wireless Fidelity (Wi-Fi) stands for Wireless Fidelity, meaning a set of standards used for Wireless Local Area Networks
(WLAN) based on the IEEE specifications. The latest specifications offer many improvements ranging from greater coverage
area to transfer speeds. Wi-Fi (Wireless Fidelity) is a wireless connection similar to a smartphone that uses radio technology
to send and receive data rapidly and securely. Wi-Fi may be used to connect to the internet, but it can also set up a wireless
network within the firm. Because Wi-Fi technology allows users to access the internet or transfer data from conference rooms,
hotel rooms, campuses, and cafés designated "Wi-Fi Hot Spots," many people link Wi-Fi with "Freedom."

One of the major advantages of Wi-Fi is its convenience; there is no need to install network wires. Depending on the signal
acquired, for speed issues. Wi-Fi was designed for wireless devices and Local Area Networks (LAN), but it is increasingly being
utilized to access the internet more extensively. This idea enables a computer with a wireless card (wireless card) or a personal
digital assistant (PDA) to connect to the internet through a nearby access point (also known as a hotspot) 2l

2.3 | Access Point

An access point, like a switch, is a half-duplex device with intelligence. The Access Point’s functions include sending and
receiving data, acting as a data buffer between Wireless LANs (WLAN), and converting radio frequency (RF) signals into digital
signals that can be routed via cable or channeled to other WLAN devices by converting them back to radio frequency signals.
The Access Point may receive and transmit signals from and to various wireless devices. Wireless and wired networks can be
combined, and WLANSs can be expanded using access points 8.
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The primary function of an access point is to allow or deny devices to connect to the same local network. The following are the
functions of the access point in detail:

e As adistributor of internet signals to connected devices via radio waves.

e The access point is a liaison between networks, namely local networks that use wireless networks such as Wi-Fi, wireless,
Bluetooth, etc.

e Access points can be used to set IP addresses automatically for connected devices. Equipped with WEP or WAP security
features commonly called shared key-authentication, access points can be used as security.

2.4 | Received Signal Strength Indicator (RSSI)

Received Signal Strength Indicator (RSS]) is a signal intensity metric that may be calculated by comparing the signal transferred
from the base to the sensor node (uplink) or from the sensor node to the base (downlink)!®!. RSSI is a technology used to
measure signal strength indicators received by a wireless device. Measurements are made based on the received signal strength.
It aims to determine the level of accuracy of measurements and calculations using wireless ', The height of the Wi-Fi device
placement affects the receiver’s signal strength value (RSSI). The strength of the RSSI signal received by the receiver depends
on the distance between the transmitter and receiver and shows a large variation in fading and shadowing at a location.

RSSI shows the receiver’s signal strength from the access point. The unit of wireless signal strength is shown in dBm units
with a signal strength range of -10 dBm to -100 dBm. The closer to a positive number, the better the signal quality 1. The
standardization of signal strength according to TIPHON is shown in Table[T ]

TABLE 1 Standards signal strength according to TIPHON.

Category Signal Strenght

Very Good > -70 dBm

Good -70 dBm s/d -85 dBm
Moderate -86 dBm s/d -100 dBm
Bad -100 dBm

However, direct mapping of distance-based RSSI values has many limitations. RSSI is susceptible to noise, multi-path fading,
interference, etc., which results in large fluctuations in the received power.

2.5 | Min-Max Normalization

Min-Max Normalization is a simple technique that can specifically adjust the data within a predetermined limit with a prede-
termined limit. Min-max normalization performs a linear transformation on the original data. Suppose that min, and max ,
are the minimum and maximum values of an attribute, A. Min-max normalization maps a value, v;, of A to U,'. in the range
[new_min 4, new_max 4] by computing Eq. []J%l.

, Vv, —min, . .
v, = ——————(new_max, — new_min,) + new_min, (H
max, — min

Where:

min, = minimum values of an attribute A
max , = maximum values of an attribute A
v; = data to-i

Min-max normalization preserves the relationships among the original data values. It would encounter an “out-of-bounds” error
if a future input case for normalization falls outside of the original data range for A. This technique would produce data in the
range of 0 to 1.
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2.6 | Clustering

Cluster analysis is an iterated process of knowledge discovery. It is a multivariate statistical technique that identifies groupings
of the data objects based on the inter-object similarities computed by a chosen distance metric. Clustering algorithms can be
classified into two categories, i.e., Hierarchical clustering and Partitional clustering #1112,

Clustering is a process of grouping data into several clusters or groups. The data in one cluster has the maximum similarity, and
the data between clusters has the minimum similarity ¥/, Clustering partitions a set of data objects into subsets called clusters.
Objects in the cluster have similar characteristics and are different from other clusters. Among various clustering techniques,
K-Means is one of the most popular algorithms. The objective of the K-means algorithm is to make the distances of objects in
the same cluster as small as possible!= 13141,

The K-Means algorithm is one of the clustering algorithms with partitions because K-Means is based on determining the initial
number of groups by defining the initial centroid value. The K-Means algorithm uses an iterative process to get a cluster database.
It takes the desired number of initial clusters as input and produces the final number of clusters as output. If an algorithm is
required to generate k clusters, there would be k initials and k endings. The K-Means method would choose a pattern of k as the
starting point of the centroid at random. The number of iterations to reach the centroid cluster would be influenced by the initial
centroid cluster candidate randomly if the position of the new centroid does not change. The value of K chosen to be the initial
center would be calculated using the Euclidean Distance formula to find the closest distance between the centroid point and the
data/object. Data with the shortest or closest distance to the centroid would form a cluster 2!,

In general, there are seven steps in the K-Means method. The first step is determining k as the number of clusters to be formed.
The second step is determining the initial k-centroid (cluster center point) randomly using Eq.[2]

c= =1 )

Where:

¢ = the cluster’s centroid

x; = i-th object

n = the number of objects that are members of the cluster

The third step is calculating the distance of each object to each centroid of each cluster. Calculate the distance between the object
and the centroid using the Euclidian Distance as shown in Eq.[3]

d(x,y) = [0 (x;, 3)? 3)

Where:

X, y = two points in Euclidean n-space

x;, ¥; = Euclidean vectors, starting from the origin of the space (initial point)
n = n-space

The fourth step is allocating each object to the nearest centroid. The fifth step is iteratively determining the position of the new
centroid using Eq.[2] In the sixth step, if there is a cluster with changing members, the process return to k-mean initialization (step-
2). Otherwise, the process is complete and the average value of the cluster center would be used as a parameter in determining
the distribution of data.

The reason behind choosing the K-means Clustering algorithm in this study is its popularity for the following reasons. First,
its time complexity is O(nkt), where #n is the number of patterns, k is the number of clusters, and 7 is the number of iterations.
Second, its space complexity is O(k+n). It requires additional space to store the data matrix. Third, it is order-independent; for
a given initial seed set of cluster centers, it generates the same data partition irrespective of how the patterns are presented to
the algorithm.
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2.7 | Elbow Method

The Elbow method determines the best number of clusters by looking at the percentage of comparison results between the
number of clusters that would form an elbow at a point. This method is based on selecting a small number of clusters so that
adding another cluster does not significantly improve data modeling. The percentage of variance explained by the clusters is
plotted against the number of clusters. The first clusters would add much information, but at some points, the marginal gain
would drop dramatically and gives an angle in the graph 16!,

The elbow method consists of five steps. The first step is setting the initial value of k. The second step is incrementing the value
of k. Third step is determining the sum of square errors for each k value. The fourth step is analyzing the results of the sum of
square errors of the value of k that experienced a drastic decline. The last step is determining the value of k in the form of a right
angle.

In the Elbow method, the best cluster value is derived from the Sum of Square Error (SSE) value, which has decreased
significantly and has formed an elbow. To calculate the Sum of Square Error (SSE) use the Eq.[3]

k
SSE=Y D lIx;, —el3 4)

x=1 x;ES,

Where:

k = number of clusters

x; = data to-i

¢, = centroid cluster k

Sum of Square Error (SSE) is a formula used to measure the difference between the data obtained and the estimated model that
has been done previously. SSE is often used to refer to related research in determining the optimal cluster M.
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TABLE 2 Variables in the dataset.

Variable Description

ap Access point name, namely A, B, C, or D

signal Signal strength from ap

sequence Sample order from each access point ap
at each of the coordinates

X, Y, Z Coordinates where the sample is taken

3 | MATERIAL AND METHOD

The dataset used in this study was extracted from RSSI data (www.kaggle.com). The dataset contains Wi-Fi signal data from
four APs in a two-story building. Before the Clustering process can be carried out, it was necessary to perform a cleaning process
on the data. It includes deleting missing values, removing duplicates, checking for inconsistent data, and correcting errors in the
data. At this stage, data normalization is also carried out using Min-Max Normalization. Min-Max Normalization is one of the
data normalization methods used to stabilize values in a dataset. The goal is to convert the values of a numeric column in the data
set to use a common scale without distorting differences in the range of values or losing information. The data preprocessing
stage will produce a dataset used for further research.

The next step is The system implementation stage is the design made into a computer-based system. The Elbow Method and
K-Means Clustering will be implemented using the R programming language in the RStudio IDE. During the test process, the
system records the parameters that provide optimal results on the accuracy of the training data test. The flow chart in Figure|[I ]
describes how K-Means Clustering works.

The last process is performance analysis of the clusters. The cluster evaluation process analyzes the BSS/TSS result values for
each access point in each cluster formed from the K-Means Algorithm process

4 | RESULTS AND DISCUSSION

The implementation of the program code is carried out entirely using the R. The first step is to find the optimal k value parameter
that has been obtained through the elbow method. The second part is the training data clustering process, which uses the K-Means
clustering algorithm. The distance function used is euclidean distance.

4.1 | Dataset Preparation

The dataset used in this research is Indoor location Determination with RSSI in csv format taken from www.kaggle.com. Sam-
pling was carried out in a two-story building. Each row in the data is an RSSI sample from one of the access points A, B, C,
or D. Note that RSSI values in the table are negated. Smaller values in this cell mean stronger signal reception from the access
point. The coordinates of the location where each sample is identified by the x, y, and z coordinates where z is the floor of the
building, namely the 1st or 2nd floor. The coordinates are taken by some samples calculated with a sequence variable. Each row
of sample data is written in the format ap, signal, sequence, X, y, z, described in Table@

Before processing further data, it is necessary to prepare beforehand to avoid analysis errors and errors. These four steps are
required: (1) reading the data, (2) deleting missin values, (3) min-max normalization, and (4) sorting data. The read.csv() function
is a function to read a dataset file in csv format. The input of this function is a file name, and the output is a ready-to-use dataset.
The result is a data column containing 119968 rows of ap, signal, sequence, X, y, and z values.

In the second step, before clustering the data, there should be no missing value in the dataset. The implementation uses the
na.omit() function to control missing values in the data. The resulting output is a dataset without missing values. The min-max
normalizer linearly scales each feature to the interval [0,1]. Recalculation to the interval [0,1] is done by shifting the value of
each feature so that the minimum value is 0, and then dividing by the new maximum value (the difference between the original
maximum and minimum value). The resulting output is a new normalized value ranging from O to 1. In the last step, the data
rows with the same X, y, z coordinates for each ap are merged. The value of the new signal variable is the mean of the previous
data. Then the data is sorted based on the access point or variable ap A, B, C, or D.
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4.2 | Implementation of the Elbow Method

Before doing K-Means Clustering, it is necessary to determine the optimal cluster value using the Elbow method. Implementing
R using the fviz_nbclust() function in the factor extra package produces a WSS plot data visualization. WSS is the variance
value in the cluster for each k. The cluster here shows the signal strength and distribution class. Based on the implementation
of the code above, the WSS plot can be displayed in Figure[2 ]

4.2.1 | Overall Data

In Figure[2 ] it can be seen that there is a fracture until k=4. So it can be concluded that there is a significant change in the WSS
value up to k=4. So that four access points, namely ap A, B, C, and D, are sufficient to cover the entire data area. In the next
section, we will cluster the whole data into 4 clusters.

4.2.2 | Access Point A

In Figure[3 ] it can be seen that there is an elbow fracture until k=5. So it can be concluded that there is a significant change in
the WSS value up to k=5. So that the signal strength for access point A will be divided into five classes. In the next section, we
will cluster the data for access point A into 5 clusters. c. Access Point B

In Figure[d | it can be seen that there is an elbow fracture until k=5. So it can be concluded that there is a significant change in
the WSS value up to k=5 so that the signal strength for access point B will be divided into five classes. In the next section, we

will cluster the data for access point B into 5 clusters.
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4.2.3 | Access Point C

In Figure[5 | it can be seen that there is a fracture until k=3. So it can be concluded that there is a significant change in the WSS
value up to k=5 so that the signal strength for access point C will be divided into five classes. The following section will cluster
the data for access point C into five clusters.

4.2.4 | Access Point D

In Figure[6 | it can be seen that there is an elbow (or "elbow") fracture until k=4. So it can be concluded that there is a significant
change in the WSS value up to k=4. So that the signal strength for access point D will be divided into four classes. The following
section will cluster the data for access point D into 4 clusters.

4.3 | Clustering The Dataset

The next step is clustering the dataset into k clusters. The value of k will be used to determine the specifications and the number
of access points needed for each type of AP for coverage of the entire data area. Implementing the approach in R uses the
kmeans() function and has a nstart option, which tries several initial configurations to get the best results. I used nstart = 25, so
R would try 25 random start configurations and choose the best result with the lowest W.S.S value. The default value of nstart
in R is one. However, it is highly recommended to calculate K-Means clustering with a large nstart value such as 25 or 50 to
get more stable results. This approach is performed because the final result of K-Means clustering is sensitive to random values
of the initial configuration.
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4.3.1 | Clustering Results on Overall Data

Figure [7 | shows the cluster formed on the data with k=4 using the fviz_cluster() function. To represent the characteristics of
each cluster, we can use the reference value of the means of each group that is formed.

Based on Figure [8 ] it can be seen that cluster-13 is the data with the smallest means of RSSI value of 18.7. So, it can be
concluded that Cluster 3 has the highest signal strength, followed by cluster-2, cluster-1, and cluster-4.

4.3.2 | Clustering Results on Access Point A

Figure E shows the cluster formed on Access Point A with k=5 using the fviz_cluster() function. The kmeans() function with
k=5 formed cluster-1 with 42 data, cluster-2 with 82 data, cluster-3 with 55 data, cluster-4 with 55 data, and cluster-5 with 61
data. The comparison of BSS and TSS values obtained is 81.5%. To represent the characteristics of each cluster, we can use the
reference value of the means of each group that is formed.

Based on Figure[T0 | it can be seen that cluster-2 is the data with the smallest means of RSSI value of 10.0. So at access point
A, it can be concluded that cluster-2 has the highest signal strength, followed by cluster-3, cluster-4, cluster-5, and cluster-1.

4.3.3 | Clustering Results on Access Point B

Figureﬂl—l shows the cluster formed on Access Point B with k=5 using the fviz_cluster() function. The kmeans() function with
k=5 formed cluster-1 with 65 data, cluster-2 with 67 data, cluster-3 with 87 data, cluster-4 with 36 data, and cluster-5 with 31
data. The comparison of BSS and TSS values obtained is 82.5To represent the characteristics of each cluster, we can use the
reference value of the means of each group that is formed.

Based on Figure[I2 ] it can be seen that cluster-4 is the data with the smallest means of RSSI value of 10.5. So at access point
B, it can be concluded that cluster-4 has the highest signal strength, followed by cluster-1, cluster-5, cluster-2, and cluster-3.
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4.3.4 | Clustering Results on Access Point C

Figure[T3 | shows the cluster formed on Access Point C with k=5 using the fviz_cluster() function. The kmeans() function with
k=5 formed cluster 1 with 66 data, cluster 2 with 66 data, cluster 3 with 85 data, cluster 4 with 32 data, and cluster 5 with 30
data. The comparison of BSS and TSS values obtained is 83.7%. To represent the characteristics of each cluster, we can use the
reference value of the means of each group that is formed.

Based on Figure[I4 ] it can be seen that cluster-2 is the data with the smallest means of RSSI value of 8.63. So at access point
C it can be concluded that Cluster 2 has the highest signal strength, followed by cluster-3, cluster-4, cluster-1, and cluster-5.

4.3.5 | Clustering Results on Access Point D

Figureﬂl_l shows the cluster formed on Access Point C with k=5 using the fviz_cluster() function. The kmeans() function with
k=4 formed cluster 1 with 91 data, Cluster 2 with 137 data, and cluster-3 with 62 data. The comparison of BSS and TSS values
obtained is 78.4%. To represent the characteristics of each cluster, we can use the reference value of the means of each group
that is formed.

Based on Figure[I6 | it can be seen that cluster 4 is the data with the smallest means of RSSI value of 18.0. So at access point
D, it can be concluded that cluster 4 has the highest signal strength, followed by cluster-3, cluster-2, and cluster-1.

4.4 | Performance Analysis

Implementation is carried out to test whether the functionality of the program code has been running properly and as it should.
The author has implemented the K-means Clustering algorithm in R in the previous subchapter, which produces output in
statistical models, namely TSS, BSS, and WSS. The algorithm can evaluate the model and get the WSS smallest possible BSS
to TSS.
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TABLE 3 Implementation results.

AP k BSS/TSS k AP Coordinates

X y zZ
All 4 72.9% 1 21,1 29 2
2 19,4 27,6 1
3 2,40 19,9 1
4 3,09 17,0 2
A 5 81,5% 1 6,29 33,1 2
2 22,4 25,0 2
3 19,5 28,7 1
4 2,34 20,8 1
5 3,08 11,3 2
B 5 82,5% 1 20,1 28,7 2
2 5,75 14,1 1
3 2,93 16,4 2
4 21,6 324 1
5 2,84 339 1
C 5 83,7% 1 20,1 28,7 2
2 2,45 20,3 1
3 2,84 16,9 2
4 20,8 20,7 1
5 14,6 40,1 1
D 4 78,4% 1 19,4 19,8 1
2 21,3 28,3 2
3 2,95 17,5 2
4 2,18 17,2 1

In Table 3] it can be seen that the results BSS against TSS in K-Means Clustering have a reasonably high value and can be
used as a recommendation for the position of the access point. So it can be concluded that to cover a predetermined area in a
two-story building with dimensions x, y, and z by using an access point with type and specifications A, B, C, and D, each of
them is required:

e For access point A, 5 access points are needed with their respective coordinates, namely A1(6,29; 33.1; 2), A2(22.4; 25.0; 2),
A3(19,5;28,7; 1), A4(2.34; 20.8; 1) and A5(3.08; 11.3; 2).

e For access point B, 5 access points are needed with their respective coordinates, namely B1(20,1; 28,7; 2), B2(5,75; 14.1; 1),
B3(2,93; 16.4 ; 2), B4(21.6; 32.4; 1) and B5(2.84; 33.9; 1).

e For access point C, 5 access points are needed with their respective coordinates, namely C1(20,1; 28,7; 2), C2(2,45; 20,3; 1),
C3(2,84; 16,9 ; 2), C4(20.8; 20.7; 1) and C5(14.6; 40.1; 1).

e For access point D, 4 access points are needed with their respective coordinates, namely D1(19.4; 19.8; 1), D2(21.3; 28.3; 2),
D3(2.95;17.5;2) and D4(2,18; 17.2; 1).

S | CONCLUSION

This study investigated the use of signal strength measurement for estimating the distance between AP and its receiver. The
measurement was carried out using the Received Signal Strength Indicator (RSSI) method. Based on the experimentation that
have been carried out, it can be concluded that K-Means clustering method can be used to model the optimal distribution of
access points on a Wi-Fi network.

The ideal number of access points can be determined by utilizing the Elbow technique to find the optimal value of k for each
type of access point. According to its specifications, each type of access point can produce a different value of k. Furthermore,
the value of k obtained would be used to cluster the data using K-Means Clustering. The result would be the coordinates of the
most optimal access point position to cover the entire data area.

Furthermore, the more access points, of course, the better the coverage area, but this is not efficient. The number of access
points used must be adjusted to the type and specifications of the access point. The position of the access point where the data
is centered is very influential in covering dense user areas.
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From the test results, several things that are suggested for this research are:
1. Other comparisons, such as the Silhouette Procedure and Gap Statistics, can find the number of k in K-Means Clustering.

2. The process can be improved by including intelligent systems like fuzzification.
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