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1 | INTRODUCTION

Abstract

Many studies in the literature have a premise that design patterns improve the qual-
ity of object-oriented software systems. Considerable research has been devoted to
re-designing the system to improve software quality, mainly on its maintainability
and reliability. Less attention has been paid to evaluating the impact of the per-
formance efficiency quality factor. This research investigates the impact of design
patterns on application performance and complexity. It is, therefore, beneficial to
evaluate whether the design patterns may improve its performance and complexity or
even decrease it. The research demonstrates scientific evidence in quantitative values
through experimentation on a case study to present its influences. This paper uses
an object-oriented enterprise project named SIA as a case study. Some issues related
to design patterns are addressed. The selection of the design pattern is based on the
application context issue. Three attributes related to performance efficiency are eval-
uated: time behavior, resource utilization, and capacity measures. The complexity is
also evaluated. We use Apache JMeter and Java Mission Control as tools to support
experimentation. The experiment results show that design patterns may decrease the
quality of time behavior and resource utilization whilst they may increase the quality
of capacity measures and complexity to a significant degree.
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The durability of concrete plays a critical role in controlling its serviceability. Buildings in direct contact with water, such as
marine infrastructure, should resist water penetration so the concrete’s reinforcements do not experience corrosion. Corrosion
is an electrochemical process affected by the availability of water and oxygen. Therefore, it is generally accepted that concrete
durability, which is often associated with corrosion, is affected by concrete pore structure. Moreover, the concrete designing and
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development of software applications have never been an easy task. The process is often time-consuming and requires interaction
between several different aspects. Enterprise software developers usually try to develop enterprise software applications that
satisfy business needs and achieve high-quality software within a short development time. Even the most complex systems are
built by using smaller parts. Such parts may be built by using even smaller parts. They need to communicate with each other to
perform the whole function of a system. The object-oriented approach attempts to manage the system’s complexity by abstracting
out knowledge and encapsulating it within interacting objects.

A software design pattern is usually utilized to identify reoccurring design problems. The concept of design patterns has
been presented in software engineering for a relatively long time™!. A design pattern is an abstraction of practical experience
and empirical knowledge, describing a problem it addresses and a solution. Design patterns have many functions in software
engineering along with other pattern categories, for instance, reengineering patterns 2! or analysis patterns'¥. Design patterns
facilitate design and development by expressing ideas and solutions in a high-level language. Patterns may improve software
quality by making it more reusable, maintainable, and performance efficient. Developers are increasingly more aware of how
and when to use different patterns.

Design patterns must be applied with caution. They provide solutions at a certain level of granularity, often the class level, in a
standard object-oriented language. The problems are often centered around how to encapsulate variability in a design. Patterns,
when implemented, often come with the cost of an extra layer of indirection, creating the way for increased abstraction in the
program. In addition, there are design patterns that can reduce object calls and layers, such as Singleton. It creates single-handle
objects and calls through them; it directly improves the application’s performance by reducing traditional object-oriented design
by creating extra layers and providing design flexibility.

On the other hand, applying several design patterns might create several layers of indirection, which may positively or negatively
impact performance. Design patterns provide discipline in creating or refactoring a better software structure but cannot guarantee
software quality. The true benefit is only realized if a given collection of design patterns is used regularly in a specific domain
and context. Those several layers of indirection may reduce the application’s performance.

Performance is one of software quality’s important and essential attributes™. Software clients usually regard performance as
an important standard when deciding whether the software is good. Usually, the client doesn’t have to know what design deci-
sions were made. However, knowing how the software performs and responds is more important. The performance of software
reflects its efficiency because the software that properly uses resources usually responds fast. Performance is an important quality
attribute, which can be measured as throughput and resource utilization. However, performance is only one of many parame-
ters that determine the quality of the final product. Performance-related aspects can be categorized and characterized by time
behavior, resource utilization, and capacity compliance /.

A survey of design patterns’ impact on software quality ¥/ has shown that performance is one of the quality attributes affecting
software systems’ quality. However, the number of studies and the coverage of the addressed patterns are insufficient to conclude
their impact on performance. Many studies have the premise that design patterns improve the quality of object-oriented software
systems. Some studies suggest that using design patterns does not always result in an appropriate design(®l. Yet, less attention
has been paid to measuring the impact of performance efficiency by using design patterns. Thus, there are remaining questions
such as “Do design patterns impact application performance?” and “If it has an impact, is it a negative or positive impact on
performance?”.

The main idea of this paper is to investigate the impact of design patterns on application performance and its complexity. This
paper uses an enterprise project named SIA as a case study. The SIA project is a particular academic information system that
our university utilizes, and it is designed under the Java EE platform 18] Some issues related to design patterns are addressed.
We use ISO/IEC 25010%! and ISO/IEC 25023 (SQuaRE)!Y as standards to evaluate the experiment results. The SQuaRE
international standard aims to define quality measures by quantitatively measuring system and software product quality in terms
of characteristics and sub-characteristics. In this work, we focus on implementing design patterns, especially the “Gang of Four”
(GoF) design patterns, through the refactoring process to see the impact result in terms of performance efficiency and complexity.

The paper is organized as follows: Section 1 describes the background and problem statement of the research. Section 2 explains
the previous research, followed by the research methods in Section 3. Next, Section 4 describes the case study used for the
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experimentation. Section 5 describes the detailed steps of the experimentation, followed by the results described in Section 6.
Finally, Section 7 concludes the overall research findings.

2 | PREVIOUS RESEARCHES

Rochimah et al.!H! compares software quality before and after implementing the design pattern. They also use SIA as a case
study. The results show that the quality of applications that use design patterns increases significantly. Next, the same author
also examines the impact of implementing design patterns on software quality, especially in the maintainability aspect!2l,
Experimental results show an increase in the quality of the maintainability aspect but do not impact the analyzability and
testability aspects.

Rochimah et al.[3] researched the relationship between the software architecture in which the design pattern was applied
and maintainability quality. Maintainability measurement is done by using CK metrics. The result is that the design pattern
application has been proven to improve the software architecture quality and maintainability significantly.

Nazar et al. 4] examines ways to detect the existence of a design pattern in a source code through the use of features. They used
the feature as the entrance to their detection process. They made a design pattern detector using 15 source code features to detect
design patterns. However, the experimental results regarding recall and precision are still not high enough.

3 | METHOD

Our approach is structured in three fundamental phases: i.e., analysis, refactoring, and performance measurement, as depicted
in Figure[T ] Descriptions for each detailed process are as follows.

3.1 | Phase 1: Analizing

In the first phase, we analyze the existing system to obtain the complexity of the application system. The analysis consists of
four main processes, i.e., reverse engineering, measuring complexity, identifying the problem, and design pattern selection.

In the first process, reverse engineering, we use the object-oriented reverse engineering technique !, focusing on analyzing the
subject system to identify the system’s components and their interrelationships. Next, we create representations of the system at
a higher level of abstraction. We use several sources of information while doing reverse engineering, such as reading the existing
documentation and the source code, running the software, and using tools to generate high-level views of the source code. These
sources of information help a lot in analyzing, documenting, and identifying potential application problems. The result of this
activity is a detailed system in terms of Architecture View and Class Diagram.

In the second process, measuring the complexity of the application, we utilize OO metrics!?! to measure the complexity of
existing SIA source code. The measurement results are values regarding SIA complexity, especially in terms of Total Lines of
Code (TLOC), Number of Classes (NOC), Number of Methods (NOM), Number of Packages (NOP), and, of course, the values
of McCabe Cyclomatic Complexity (MCC).

In the third process, problem identification, we use the results of those previous processes to identify potential problems that
may occur in the application.

In the fourth process, design patterns selection, the results of previous processes added with the identified potential problems
give the sign or indication of code and design smell issues 19 H®lrelated to existing SIA. The design pattern is selected based on
GoF design pattern categories. GoF classified design patterns’ purpose into creational, structural, and behavioral. The design
pattern is selected based on the problem faced in some specific contexts and is judged by experts or researchers. The result of this
activity is the suitably selected design pattern that will be adapted and implemented into the SIA in the next refactoring process.



Rochimah ET AL.

Analyzing l
SIA System
Reverse
Engineering
Complexity of — Measuring Complexity of
The Application ( The Application
~
~
~
~
Identifying Problem
Design Patterns
Selection -~
~ -
Selected Design
Patterns
Refactoring _ 7
Refactoring And Applying
Legacy SiA System ‘ Design Patterns ':
-
-
N
A
Refactored SIA with
Design Pattemns
-
-
-
Measuring Complexity of the Measuring Complexity of the -
Legacy SIA System Refactored SIA System -
- -~
s T -
Complexity of the Complexity of the
Application Application
~ - -
N Dynamic Performance Dynamic Performance -
- Efficiency Measuring of Efficiency Measuring of
Legacy SIA System Refactored SIA System — - -
- - -~
s - ~a
Output Performancs Eficiency Eeiones of Pt
of Legacy SIA System SIA
~
S~
~
-~
= - _ Qutput Analysis and
Validation
Legend Do you nesd to update [ves]
— —» control flow any of your measuring
—> object flow

FIGURE 1 The Proposed Approach

3.2 | Phase 2: Refactoring

Refactoring involves changing activities over the internal structure of software to make it easier to understand and cheaper to
modify without changing its observable behavior. The process involves the removal of duplication, the simplification of complex
logic, and the clarification of existing code. When we refactor, we relentlessly restructure and modify the code to improve its
design. The main activity is to apply design patterns to existing systems through refactoring techniques. In this activity, we follow
the IMPACT refactoring process model ), There are four fundamental steps, i.e., identify and mark refactoring candidates,
plan the activities, act on the planned refactoring tasks, and test to ensure behavior preservation. Figure[2”] gives a UML activity
diagram of the refactoring process. A detailed description of each step is below.
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The first step, identifying and marking refactoring candidates, analyzes and identifies the code. This process is carried out through
manual code and design review to find smells and determine candidates for refactoring. Manual reviews are more effective and
less error-prone because they can more effectively consider and exploit domain knowledge, the context of the design, and design
expertise.

The second step, planning the refactoring activities, identifies smells, analyzes their impact, prioritizes them, and prepares a
plan to address them. To analyze the impact of a smell, we consider factors such as severity, scope, and interdependence. After
analyzing the impact, we prioritize them based on the following factors: potential gain after removing the smell, available time,
and test availability for the target modules. Based on the identified smells prioritized list and their refactoring, the design pattern
selection process starts to select a suitable design. Next, an execution plan for the refactoring can be appropriately formulated.

The third step, acting on the planned refactoring tasks, may take up planned refactoring tasks and execute them by carrying
out the refactoring on the code. In this process, we use automated refactoring tool support provided by IDEs to carry out the
refactoring tasks.

The fourth step, testing to ensure behavior preservation, is crucial in refactoring. The refactoring activity should be followed by
automated regression tests to ensure that the behavior remains unchanged after the refactoring. We first test for the entity that
needs to be refactored, then refactor it, and finally test it to verify the behavior.

The refactoring process produces a refactored SIA with a properly applied design pattern. On the other hand, we do nothing to
the existing SIA. The existing system remains the same for comparison. The refactored and existing SIAs are the outputs of this
process and are used in the next step of the approach.

3.3 | Phase 3: Measuring

This last phase evaluates the impact of design patterns on application performance and complexity. It consists of two main
activities, i.e., measurement and analysis-validation of the result. In this first activity, we perform both static and dynamic mea-
surements. In static measurement, we measure various parameters of the source code to get its complexity and other important
aspects. In dynamic measurement, we measure the parameters of the executable module. The module is activated first; then,
during its execution, its behaviors are captured and measured in several variable values. A detailed description of each step is
below.

The static measurement measures the complexity of the application. The static measurement produces summaries and details of
both refactored and existing SIA source codes. The metrics that are measured are NOP, NOC, NOM, TLOC, MCC, Number of
Interfaces (NOI), Number of Attributes (NOF), Weighted Methods per Class (WMC), Lack of Cohesion of Methods (LCOM),
Efferent Coupling (CE), and Afferent Coupling (CA). We also compare the difference between refactored and existing SIA to
determine the changed point and internal structure that have been refactored.

The dynamic measurement measures performance efficiency. The dynamic measurement is conducted on the executable module
of refactored and existing SIA. We utilize core performance testing activities defined by Meier. There are seven core activities,
i.e. (i) identify test environment; (ii) identify performance acceptance criteria; (iii) plan and design tests; (iv) configure test
environment; (v) implement test design; (vi) execute tests; and (vii) analyze, report, and retest.
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We measure three performance efficiency factors: time behavior, resource utilization, and capacity conformance. To achieve this
target, we use performance measurement and profiling tools. We use Apache JMeter to measure time behavior and performance
efficiency compliance using load test functional behavior. The JMeter tool sends several requests that simulate user activities on
the application.

We use Java Mission Control (JMC) and Java Profiling tools to measure the resources used in a specific period of time. By col-
lecting information on response time, content, and resource usage, we can calculate the measurement of all defined parameters.
The test data is generated in CSV and XML file format. These tools allow us to measure performance efficiency according to
specified criteria.

The test scenarios utilized for performance efficiency measurement should reflect the main functionality of user activity. The
test activities must represent the following data operation: querying, creation, removal, and update. Data querying is the most
prevalent activity. The test scenarios include activities typical for this kind of application: (i) student addition, (ii) listing student
details, (iii) student removal, and (iv) report generation.

During each test, we capture several performance efficiency parameters. We consider parameters directly related to application
performance and supported by the tools. Those parameters are grouped into time behavior, resource utilization, and capacity
conformance.

The first category, time behavior, consists of three parameters: mean response time, response time, and throughput conformance.
The mean response time measures the time the system takes to respond to a user action. Response time conformance measures
how well the system’s response time meets the specified target. Throughput conformance measures how well the throughput
meets the specified targets.

The second category, resource utilization, consists of mean processor and memory utilization. The mean processor utilization
measures how much time is used to execute a given set of tasks compared to the operation time. The mean memory utilization
measures how much memory is used to execute a given set of tasks compared to the available memory.

The third category, capacity conformance, consists of transaction processing capacity conformance. This parameter measures
how many concurrent transactions can be processed at any given time against the specified target.

The second activity is output analysis and validation. This activity analyzes and validates the performance efficiency mea-
surement results of existing and refactored SIA systems. The result of this final step provides a data source for analyzing and
investigating the impact of design patterns during the refactoring process. Based on performance measurement criteria, the
results determine the impact of the design pattern, whether it has a positive or negative effect.

4 | THE CASE STUDY

We use the STA project as a case study. It is the academic information system utilized by Institut Teknologi Sepuluh Nopember.
We create a synthetic version of SIA systems for research purposes. The synthetic version consists of six modules: sia-domain,
sia-learning, sia-assessment, sia-curriculum, sia-equivalency, and SIA-Framework. Each module has its functionalities. The
SIA-Frameworkwork is a central module. The sia-Domain is a linker of other modules to the database. Four other modules
perform academic functions. The architecture is shown in Figure[3']

SIA was created using Java Enterprise Edition technology with Hierarchical Model-View-Controller architecture, Spring MVC,
and Hibernate the ORM framework as the libraries. The pattern decomposes the client tier into a hierarchy of parent-child MVC
layers. The repetitive application of this pattern allows structured-client-tier architecture to reduce dependencies and increase
extensibility. SIA uses Eclipse Virgo and OSGi Framework. The backend web server that is used to run SIA is Apache Tomcat.
SIA uses PostgreSQL as the database.

The SIA framework is created based on the layers of modularity architecture, which serves the principle of separation of
concerns. There are sia-web, sia-service, sia-data, sia-plugin, and sia-domain layer. All these layers are built and deployed
independently on the OSGi framework. Figure[d ]illustrates the UML component diagram of the SIA system.
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FIGURE 3 Architecture of SIA

S | THE EXPERIMENTATION

In our experimentation, sia-assessment is chosen as chosen, which is modified by designing patterns. This module allows autho-
rized users to submit or change assignments and examination marks, final grades, reports, generate student transcripts, produce
grade point average scores, etc.

This module serves up to 14 services and consists of three main packages: Controller, Service, and Repository. The controller
acts as an interface between the model and view components. The service is responsible for the presentation and data storage
middle layer. The Repository separates the logic that retrieves data and maps it into an entity model from the business logic.
The controller consists of five main classes, the Repository of 18 classes and 18 interfaces, and the Service of 24 classes and 18
interfaces.

After some observations on the assessment module, it is identified that the Controller should only be responsible for preparing
data for the model and mapping it into a view name. Yet, it can also directly respond to and complete the request. Most classes in
Controller make direct calls into classes in Service. This situation creates one-to-many dependencies, making communication
between both packages more complicated, as depicted in Figure[5 |
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Based on the problem, refactor the code using the arcade pattern. Theoretically, this pattern may improve the independence of
the classes, making it easy to change or even replace them without impacting outside code. Facade addresses the problem by
forcing programmers to use classes indirectly through a well-defined single point of access, thereby shielding the programmers
from the complexity of the code on the other side of the facade. Figure[6_|shows package dependencies after implementing the
facade.

Facade implementation between Controller and Service aims to decrease coupling and communication complexity between the
two packages, although the consequence is increasing the number of packages. Usually called an extra layer of indirection.

6 | THE MEASUREMENT RESULTS

According to our approach, two types of measurement are to be conducted: sta:d dynamics, which involves 11 metrics of this
static aspect and six metrics of the dynamic aspect for bathing and the refactored systems.

6.1 | Results of Static Measurement: The Complexity

The complexity results are grouped into two categories, i.e. (i) metric values, which are obtained from the total number of artifacts
in the source code, and (ii) metric values, which are related to the complexity. Increasing the number of artifacts is not always
correlated with increasing maintenance effort since many other parameters determine the level of maintenance. Moreover, the
higher the program’s complexity, the more difficult it is to maintain.

Table 1 shows the results of the total number of artifacts in both existing and refactored systemArtifactesults are also depicted
by the chart in Figure [7 | It is worth noting that applying design patterns usually leads to increased artifacts. This can not
be avoided. However, the increasing number of artifacts is not always followed by increased complexity. There is no definite
correlation between the increasing number of artifacts and the increasing complexity of the program. The more decisive is the
internal structure of the program itself.

Table[2 ]and Figure[8|show the mean metric values related to the complexity of existing and refactored systems. It is clear that
the value of LCOM, CE, and CA, which reflect program dependency, dramatically increased. The value of these three metrics
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TABLE 1 Total Number of Artifacts
NOF NOM TL (KLOC)

Version NOP N NOI
Existing 3 47 36 79 250 3117
Refactored 3 48 36 82 261 3427

greatly determines the quality of the maintenance level. Lower LCOM, CE, and CA values indicate that the program becomes
simpler, more independent, and easier to maintain. A slight increase in VG and WMC is inherently caused by the increasing

number of artifacts, especially in the Facade package.

TABLE 2 Metric Value Related to the Complexity

Version Mean of
25.667 7.667

Existing 1268  6.745 4.968
Refactored 1.598  7.253 3.801 19.891 5.376

6.2 | Results of Dynamic Measurement: The Performance Efficiency
In dynamic measurement, we conduct four scenarios: SC1: add new users; SC2: list student details; SC3: remove users; and
SC4: generate a report. For each scenario, we simulate it using 10 concurrent users for the first iteration, which is increased by
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10 for the next iteration until there are 3 0 users. We conduct the test three times for each iteration to get reliable and meaningful

results.

Performance measurement is conducted by setting 1000 threads as target load, 30 minutes Ramp-Up Time, 100 Ramp-Up Steps,
and 10 minutes holding time to reach the tar et load. Starting from 10 users as an initial thread, they are increased by 10 users
every 0.3 minutes until 1000 users are reached. When the target load is reached, the threads continue hitting the server for 10
minutes before being halted. The results are shown in the subsequent sections.

6.2.1 | Mean Response Time

The mean response time of the existing and refactored SIA is shown in Table[3 ]and illustrated in Figure[9 | The mean response
time for each iteration is obtained by averaging the results of three executions. The response time measure is in the second (sec)
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unit. Figure [0 | shows that the average response time for the existing system is less than for the refactored system. Out of four
scenarios, only the second scenario of the existing system exceeds the response time, and even then, it is only very small and
adrift compared to the refactored system. The existing system has a faster response time for the other three scenarios than the

refactoring system. The experiment results show that the average response time for the existing system is 36,51 seconds, while
for the refactored system is 40,51 seconds.

This is very reasonable considering that a facade layer is added in the refactored system, which affects response time because
there is an extra layer of independent distribution. This section concludes that the application of design patterns generally
increases response time.

TABLE 3 Mean Response Time

Version Response Time (sec)
Tterationl IferationZ Iferation3 Iferationd
SCI 42.68 41.07 44.69 42.81
Existing SC2 31.69 29.26 17.89 26.28
SC3 17.93 14.97 16.03 16.31
SC4 61.70 64.11 56.05 60.62
SCI 51.25 45.86 50.28 49.13
SC2 31.89 28.93 16.93 28.92
Refactored g3 Jo'64 19.23 17.11 1833

SC4 80.71 67.14 58.08 68.64
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6.2.2 | Response Time Conformance

Response time conformance is calculated as the ratio of the response time of the refactored and the existing system. This value
should be reached as low as possible to get a better system, usually less than 1. Table[d |shows that the values of SC1, SC3, and
SC4 are greater than 1, which means that the refactored system’s response time is worse than the existing system’s. Only SC2
shows a value of less than 1, yet it is close to 1.

The conclusion of this section is similar to the previous one. The reason is similar: the extra layer of indirection of the facade
layer.

6.2.3 | Throughput Conformance

Throughput is formulated as the number of requests per unit time. Time is calculated as the starting time of the first request and
the last request’s ending time, including the pauses or intervals between requests, which are considered a time for server load.
Table[5_|and Figure[I0 |show the throughput of the existing and refactored systems.

Based on those values, the throughput conformance is calculated as depicted in Table ftab5. The throughput conformance values
are greater or equal to 1, which means that the throughput of the existing system is better than the refact red one. Using the same
reason as the previous ones, this is due to the extra layer of indirection, which increases the execution time.
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TABLE 4 The response time conformace.

Version SC1 SC2 S(3  SC4
Existing 4281 2628 1631 60.62
Refactored 49.13 2592 1833 68.64
Response Time Conformace 1.15 0.99 1.112 1.13
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TABLE 5 Throughput Conformance

Version SC1 SC2  SC3 SC4 Total
Existing (# request/sec) 2400 2.600 2.500 2.500 10.000
Refactored(# request/sec)  2.300 2.500 2.500 2.300 9.600
Throughput Conformance 1.043 1.040 1.000 1.087 1.042

6.2.4 | Mean Processor Utilization

We use CPU utilization to investigate system performance, time, and the percentage of CPU processes utilized when executing
a task. These data may be used to track any CPU performance regression or improvement, making them useful for investigating
performance problems.

Figure[IT Jand Figure[TZ ]show the percentage CPU usage of the systems. There is little difference in CPU usage between the
existing and the refactored systems. The results show that the average CPU usage is 15% for the existing system and 17% for the
refactored system. The hot thread is reached for the Main function, which is 37.88% for the existing system and 39.61% for the
refactored systems. Also, the Local Descriptor Scanner function reaches 16.16% for the existing system, while the refactored
system reaches 16.62% of CPU usage.

This section concludes that the refactored system requires more CPU utilization than the existing system. This is due to the extra
Facade layer of indirection, which increases the number of artifacts and the CPU process allocation.

6.2.5 | Mean Memory Utilization

The memory utilization function on JMC allows us to check the memory allocation rate in the running application. The exper-
iment results show that the refactored system uses an average of 574.79 megabytes of allocated memory for TLABs (Thread
Local Allocation Buffer), while the existing system uses 572.98 megabytes. The refactored system uses more memory due to
the extra Facade layer of indirection, which increases the number of artifacts and memory allocation.
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FIGURE 12 CPU Usage of Refactored System
TABLE 6 Transaction Processing Error Rate
Error Rate(%))

Version Iterationl Iferation2 Iferation3 Iferationd

SCI 41.05 43.00 38.86 40.97

Existin SC2 8.45 7.93 6.57 7.65

& SC3 9.86 10.18 6.86 8.97

SC4 26.91 27.02 26.86 26.83

SCI 24.40 37.53 28.48 30.14

Refactored SC2 6.55 8.57 5.69 6.94

SC3 7.37 8.29 7.23 7.63

SC4 34.27 16.54 22.53 24.45

TABLE 7 Transaction Processing Error Rate Conformance

Version SCI SC2 SC3 SC4 Total
Existing 4097 7.65 897 2693 8452
Refactored 30.14 694 7.63 2445 69.16

Transaction Processing Error Rate Conformance 0.74 091 0.85 0.91 0.82

6.2.6 | Transaction Capacity

The transaction processing error rate is the percentage of transactions the CPU can not completely process for a given task.
This situation usually happens because increasing requests attack the server over its processing capacity. In our experiments, the
number of 350 users is identified as the maximum number of requests the CPU can handle. When the user is increased to more
than the maximum number, some requests fail to be processed and generate an error.

Table[6 |shows that transaction error rates of the existing system are higher than those of the refactored system. This situation is
depicted in Figure[T3 |respectively. The experiment results show that the average transaction processing error rate for the existing
system is 21.13%, while for the refactored system is 17.29%. Moreover, Table 7 shows that all of the transaction processing error
rate conformance values are less than 1, indicating that the refactored system is better than the existing system in terms of its
processing capacity.

Those results prove that adding an extra facade layer causes better thread management between layers. This happens because
message calling between layers can be reduced, resulting in fewer requests that fail to be processed. This section concludes that
applying design patterns may increase the quality of capacity measures.
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7 | CONCLUSION

This research has presented a methodology for conducting experiments to demonstrate the impact of applying design patterns
on application complexity and performance. The SIA system, specifically the Assessment module, is used as a case study in the
experiments by adding a facade layer to the current module version.

The experimental results show that applying the facade layer decreases program complexity despite increasing the number
of artifacts. In addition, the transaction processing error rate decreases, indicating that the refactored system works better in
completing requests. However, the extra layer of indirection also increases response time and resource utilization.

Hence, the overall conclusion related to software quality is that the design pattern may decrease the quality of time behavior and
resource utilization while increasing the quality of capacity measures and complexity to a signisignificantlysults can be used as
a starting point for elaborating the impact of applying design patterns to other quality aspects. In addition, experiments should
also be carried out to apply other types of design patterns as they may produce different values.
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