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Abstract

The development of chatbots is currently quite significant, considering the trend
of interactive customer services 24/7. One advantage of using chatbots is reduc-
ing queues and customer waiting times. However, previous research stated that 87%
of users prefer interaction with humans to solve complex problems. Therefore, this
study introduced a hybrid human-contextual chatbot with sustainable model devel-
opment using Recurrent Neural Network (RNN) and threshold optimization. The
research proposes a cooperation framework between Artificial Intelligence (AI) and
humans to optimize the workforce while maintaining the quality of the company’s
services. The system has a monitoring website and continuous model development
to ensure the continued growth of the model. The system trial was conducted in XYZ
company’s IT management division in Indonesia for four weeks. The performance
evaluation process uses accuracy, hand-off rate, average execution time, and average
response time. Weekly performance evaluation results obtained accuracy and hand-
off rate score increased, but average execution time and response time decreased
every week. The decrease in execution and response time indicates a faster model
performance. The highest accuracy and hand-off rate values were 0.99 and 0.98,
respectively. Execution and response times get the lowest seconds at 0.39 seconds
and 0.85 seconds, respectively.
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1 INTRODUCTION

Chatbots are generally installed in messaging applications for information dissemination and specific communication tasks. The
development of chatbots is currently quite significant, considering the trend of interactive customer services 24/7 [1]. Chatbots
are widely used in sales (41%), customer service (37%), and marketing (17%) [2]. The great interest in using chatbots is based on
their superiority in reducing queues and customer waiting times. This aligns with the company’s efforts to achieve efficiency and
reduce labor costs [3]. Service efficiency and effectiveness must also be ensured not to reduce the value of customer satisfaction.
Successfully resolving complaints is also a challenge that cannot be ruled out. Many ideas arose to build a tool to understand
customers’ thoughts, feelings, and expected results [3]. Researchers have proposed the development of artificial intelligence in
chatbot development to optimize capacity and service quality. Because understanding the language contextually is also needed
in communicating besides using the language itself [4]. Comprehending the meaning of sentences encourages contextual-based
chatbot development. Contextual understanding is fundamental for better problem-solving abilities [4].

Sentences are composed of several words, and each word’s meaning can influence one another. So solving problems in text data
generally requires understanding the meaning of all the words in the sentence [5]. Understanding the meaning of each word in a
sentence is called contextual understanding [6]. Therefore, this study used the Recurrent Neural Network (RNN) method to build
a contextual model. RNN can store previous data memory for processing each sample by considering prior data. This makes the
RNN method widely applied to solve the problem of sentiment analysis and classification of text data. In this study, the RNN
method was chosen as a model for classifying data sent by users via chatbots. The selection of RNNs was also based on the
case studies taken, that is helping the help-desk to answer questions frequently asked by users. These questions tend to be in
sentences that are not too long, and the communication between the user and the help-desk is in short conversations. The RNN
model’s simple architecture also benefits the speed of generating predictions, thereby reducing customer waiting times.

The development of chatbots equipped with artificial intelligence has caught the attention of many companies [7]. However, con-
sumer preferences for resolving complaints with the help of chatbots are still not in line. Research by Kirkpatrick stated that 87%
of consumers prefer interaction with humans. This statement is based on a customer’s assessment of the chatbot’s ability to be
lacking in dealing with complex problems [8]. From this perception, it can be said that processing customer complaints cannot
be left entirely to the chatbot. Human intervention is still needed to solve complex problems [9]. A framework that accommo-
dates cooperation between humans and bots to fill each other’s strengths and weaknesses is proposed in this study. The hybrid
human-contextual chatbot framework is a flow of collaborative activities between humans and bots to support continuous model
development. This framework has a threshold value for each class so that the help-desk team can participate in dealing with more
complex problems. Two scenarios may occur after the results of the contextual model predictions are successfully obtained. In
the successful scenario, the system sends a response that matches the predicted class that has been generated. In an unsuccessful
scenario, the system contacts the help-desk team to solve the reported problem.

A good framework is expected to provide a clear picture of each party’s responsibilities to create labor efficiency. Harjanto
and Mahendrawathi’s research states that to improve organizational performance, an organization needs to improve the practice
of strategic view, performance measurement, and process definition [9]. Collaboration systems between humans and bot agents
can also offer convenience in maintaining the quality of company services. The quality of problem-solving by agents with
artificial intelligence is also a topic of much discussion. Various approaches to measuring response quality were introduced from
quantitative evaluations by distributing questionnaires to evaluation matrices, such as accuracy, precision, and F1 value. This
study proposed two performance evaluation references from the application and model sides. The average execution time and
accuracy values were selected as model performance evaluation parameters. Otherwise, the average response time and hand-off
rate are chosen as application evaluation parameters. The execution and response time have also been widely used as evaluation
methods in automation systems with artificial intelligence [10], [11]. The evaluation process is carried out to provide an overview
of the capabilities of the proposed approach in helping the sustainability of business processes in a company. This paper is
structured as follows. Section 2 provides information related to previous research and the research gap. Section 3 describes the
methods used to design and build the proposed system. Section 4 presents the results of the method implementation. Section 5
describes the results of testing the system in real company case studies in Indonesia. Section 6 lays out the conclusions from the
trial and suggestions for future research.
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2 PREVIOUS RESEARCHES

RNNs are widely used in text data and language processing. The different characteristics of each language are a challenge in
itself. [12] conducted sentiment analysis with BiLSTM on datasets in Bengali, and [13] performed a sentiment analysis with LSTM,
GRU, Bi-LSTM, and Bi-GRU models on Amazon’s review dataset. While in this study, using frequent ask questions in Indone-
sian. Preliminary data processing is required under Indonesian language processing rules. Some studies also add personality
features to the model. [14] classify hateful content with the user’s information feature in the Ensemble Recurrent Neural Net-
work. [15] conducted a classification of malware using RNNs and three different feature vectors. The structure and relationship
of each training data have a significant impact on the reliability of the model. The broader application of chatbots encour-
ages researchers to analyze the impact and effectiveness of chatbots. [16] conducted a quantitative test regarding customer trust
in automated chatbot services. [17] investigate chatbots’ problem-solving skills and task complexity. Objectively, this research
aims to examine consumer trends toward AI and humans. It is concluded that in tasks with low sophistication, consumers con-
sider AI. Conversely, in the case of tasks with high levels of complexity, consumers prefer humans as a solver. In addition,
problem-solving abilities also affect customer intentions in using the service. Based on previous research, human intervention
is still needed in the case of complaint resolution services. The need for work automation and workforce optimization is what
the company strives to achieve. Therefore, this study introduces a framework that combines automation with certain limita-
tions for human assistance. The companion here aims to help humans deal with repetitive and manageable problems that do not
require intervention from other parties. The limitation of contextual chatbot services must be met with the predefined condi-
tion that compares the threshold and the model’s predicted results. The prediction probability is the result of model predictions
other than tags or data classes. The prediction probability for each class is generated by calling the softmax activation function.
The importance and impact of the threshold value make the threshold optimization carried out by many previous studies. [18]

perform multi-class data classification with threshold value optimization using ROC and the confusion matrix approach. The
proposed threshold optimization in this study was carried out with TPR and FPR values using the OvR approach. TPR and
FPR are obtained from the ROC function with the help of the scikit-learn library. However, the approach to obtaining the opti-
mal threshold value is slightly different. Where is [18] using a confusion matrix, while this study uses the One vs Rest (OvR)
approach to get the optimal threshold. Using predefined conditions with threshold values and predicted probability creates a
cooperative framework between bots and humans. The analysis process after chatbot development has received much attention.
Development frameworks and quality assurance after the launch of chatbots have been proposed by many researchers before. [19]

proposed a methodology for content management in chatbot systems called Chatbot Management Process (CMP). Santos et al.
aims to develop chatbot content through the analysis of user interaction, thus enabling the creation of a human-supervised work
cycle. CMP is intended to maintain and safeguard the content of the chatbot with machine learning after its launch. [20] proposed
a Knowledge-Based system based on knowledge graphs via Linked-data called KBot. Evaluation results with precision, recall,
and F-measure values show that KBot performs well. The limitations of previous research have not accommodated collabora-
tion between a human professional and a bot agent as artificial intelligence. Many previous studies have focused on improving
system performance with various model modifications. On the other hand, a business framework for continuously transferring
human knowledge to artificial intelligence agents has not been introduced. The process of adding, maintaining, and providing
indicators in determining training data is also an important issue to discuss. Therefore, this research proposes a framework for
cooperation between humans and artificial intelligence agents using threshold optimization and the RNN method. The proposed
framework also supports continuous model development. The model development process is based on observing the previous
model’s capabilities. The monitoring website was built to provide actual data from system performance. Likewise, performance
evaluation and model building are carried out periodically. The evaluation matrices used in this study include accuracy, hand-off
rate, average execution time, and average response time.

3 METHOD

This chapter describes the stages in the research conducted. The process starts with data collection, design and development,
testing, and evaluation.
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FIGURE 1 Relationship between patterns, tags, and responses growth chart.

TABLE 1 Training data details

Attribute Description Data Type Example
Pattem Frequently asked questions Text Why can’t I log in and just

received by the help-desk information appears continuously processed.
Response The appropriate response for Text Please check the URL you are going to

each pattern created Delete all text after the main address.
Tag Decision classes provided by category err login

the help desk team

FIGURE 2 Design and development flow for Hybrid Human - Contextual Chatbot.

3.1 Data Collection
The data collection process is carried out to obtain the primary model. The data used in this study is a list of frequently asked
questions received by the help-desk team three months before. Designing and building a basic model requires training data with
three main attributes: pattern, tag, and response.

Frequently asked questions from the help-desk team will be treated as pattern data. Furthermore, the help-desk team is asked to
provide a tag and appropriate response for each pattern. The relationship between patterns, tags, and responses is described in
Figure 1 . Tags are like class data for patterns and responses. Each response and pattern must have one tag, and each tag must
have at least one pattern and one response. The characteristics of the data can be seen in Table 1 .

3.2 Design and Development.
The system design and development process starts from model building to deploying chatbot services and website monitoring.
This process still requires further steps in monitoring system performance and updating models regularly to support sustainable
model development. A series of design and development processes are shown in Figure 1 . The system built uses primary
data and is applied to real case studies of Informatic Technology company in Indonesia. Two main systems were developed in
this research, namely the chatbot service and the performance monitoring website. These two services are interconnected to
support a continuous model development process. The chatbot service in which an artificial intelligence model is built using
RNN, and its performance is monitored through the website. Monitoring performance and updating training data are done with
human assistance. This is intended to guarantee the response’s quality. The performance monitoring website provides data on
the user’s question, chatbot’s answer, predicted probability, predicted tag, last threshold value, prediction time, and response
time. Through this data, the help-desk can carry out the process of monitoring performance and updating training data. This
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process results in the growth of the training data and the improvement of the model’s ability to predict future data. The mapping
of the design and development stages can be broadly divided into three parts: RNN model development, threshold optimization,
and system deployment. Developing the RNN model begins with pre-processing data. The NLTK (Natural Language Toolkit)
library assisted with tokenization, and the Sastrawi library helped stemming. Stemming is the process of getting the primary
word. The next stage is the removal of Indonesian stop words and non-standard terms. From the series of processes carried out,
it will produce primary word lines that play a role in building contextual models. Before creating a contextual model with the
RNN method, it is necessary to vectorize the data. The Bag of Words (BoW) method converts unique primary word rows into
vectors. This vector will be the input for developing the basic model. The PyTorch library was used to build the RNN model.
After the construction of the basic model has been successfully carried out, the next step is to find the threshold value. Multi-
class classification uses model-generated probability comparisons to determine predictive class outcomes. The way it works
is to compare the probability values generated by the model for each class. The class with the highest probability will be the
predicted result. Therefore, the search for threshold values in this study uses the One vs Rest (OvR) approach. OvR is a model
evaluation technique that compares each class to other classes. It is implemented by taking one class labeled as positive while
the rest are considered negative. OvR was chosen because of the efficiency and character of the research data, which has many
classes with the same importance value. The ROC curve is used to determine the optimal threshold value. ROC Curve is a curve
that illustrates the diagnostic capabilities of systems in binary classification. This curve shows the classifier behavior for each
threshold with two variables: True Positive Rate (TPR) and False Positive Rate (FPR). The TPR and FPR of each tag are used
to produce the optimal threshold value. Optimizing threshold value is to improve accuracy and TPR [18]. It is necessary to record
the threshold value for each model development. The threshold value is needed as a comparison value under predetermined
conditions.

3.3 Design and Development.
Chatbot is built on the Telegram social media platform to reach issues reported by users. Integration is carried out between the
telegram bot service and the RNN model for calling and selecting answers based on models’ predictions. Another service that
needs to be built is website performance monitoring. Performance monitoring website is used to evaluate model and system
performance. All activities involving chatbots are recorded in the MySQL database and displayed on the monitoring website.
Django was chosen as the website development framework for the performance monitoring website. Performance monitoring
website also functions as a system administration service, so several other modules are built into it. The supporting modules are
the master data model, help-desk contacts, dialogue log, threshold log, and connection log. Then the two services are deployed
on the Azure Virtual Machine to be used by users in real case studies.

3.4 Testing
A hybrid human-contextual chatbot framework is shown in Figure 3 . System testing begins with users asking questions to
chatbots on Telegram. Questions given by the user become input to the RNN. The model generates probability and predictive
tags. The next step is to compare the prediction probabilities with the threshold values of the same tags. When the model produces
a predicted value less than the threshold, the chatbot sends a connection request to the help-desk that is not connected to any
connection. The help-desk needs to approve requests to communicate with users so that the chatbot can establish a connection
between them. After establishing a connection, the chatbot sends the user’s last conversation data to the connected help-desk.
The help-desk team continues to solve problems that chatbots have not successfully resolved. The framework provides behavioral
standards that can be implemented to end the relationship between the help-desk and users via chatbots. Before the session ends,
the help-desk confirms whether the solution has answered the reported problem. The session can be terminated if the user states
that the solution has solved the reported issue and help-desk sends ’/finish’ command.

3.5 Evaluation
The evaluation process is based on data obtained from the monitoring website. Evaluations occur every week or seven days,
equal to the model development process. Accuracy and execution time become the model performance evaluation. Otherwise,
the hand-off rate and the response time become the application performance evaluation. The execution time is obtained from
the model’s time to generate the appropriate tag, while the response time is the required time for the system to respond to the
user. Starting from a model that makes predictions and then a chatbot that looks for an appropriate response and sends it to the
user. Accuracy is obtained from the number of questions answered correctly divided by the questions successfully answered
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FIGURE 3 Hybrid Human-Contextual Chatbot business framework.

by the chatbot. On the other hand, the hand-off rate is obtained from the number of questions answered correctly divided by
all questions submitted by the user in a unit of time. The accuracy and hand-off rate formulation are written in Equation 1 and
Equation 2, where N denotes the amount. The development of the system performance can be seen from the increased accuracy
and hand-off rate value every week. In contrast, the application performance can be seen from the decrease in the average
execution and response times. The hand-off rate value indicates the percentage of help-desk tasks successfully replaced by the
proposed system. A high hand-off rate indicates the system’s success in helping the help-desk complete its tasks. Help-desk can
hand over the task of solving low-complexity problems to bots. On the other hand, highly complex complaints can be handled
by the help-desk team. The evaluation process is needed to answer the system’s ability to maximize employee performance and
company services.

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁𝑅𝑒𝑠𝑝𝑜𝑛𝑑𝑒𝑑𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦
𝑁𝑄𝑢𝑒𝑠𝑡𝑖𝑜𝑛𝐴𝑛𝑠𝑤𝑒𝑟𝑒𝑑

(1)

𝐻𝑎𝑛𝑑 − 𝑜𝑓𝑓𝑅𝑎𝑡𝑒 =
𝑁𝑅𝑒𝑠𝑝𝑜𝑛𝑑𝑒𝑑𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦
𝑁𝑄𝑢𝑒𝑠𝑡𝑖𝑜𝑛𝐴𝑛𝑠𝑤𝑒𝑟𝑒𝑑

(2)
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4 IMPLEMENTATION

This chapter describes system development results from implementing the previous discussion. It includes the results of
developing two primary services: chatbot and website services.

4.1 Data Processing
This study used data on questions frequently obtained by the help-desk team in the last three months at XYZ company. The
learning data for the first model totaled 408 lines of question data, 24 data classes, and 24 types of answers. Each class has one
answer and many possible questions. The data obtained is mapped to meet the specified intent data structure, as shown in Figure
1. Data intent mapping is done by making data classes as tags, answers as responses, and every frequently asked question as a
pattern. The mapped data is then entered into the MySQL database. The use of databases is needed for ease of storing, accessing,
and modifying data. The system built supports the development of the model on an ongoing basis. Increasing the number of
tags, responses, and patterns is possible when testing the system on real case studies.

4.2 Model Training
RNN model training supported by the PyTorch library. The model has two hidden layers, 128 hidden sizes, and one fully
connected layer. The fully connected layer converts the RNN output into the desired output form. The training data used 1000
epochs and a 0.001 learning rate. Epoch is a parameter used to determine how many times the RNN algorithm works through
the entire dataset, both forward and backward. Meanwhile, the learning rate is a data learning parameter for calculating weight
correction values. This study also uses CrossEntropyLoss for the loss function and Adam for the optimizer function. The use of
CrossEntropyLoss as a loss function is due to its ability to summarise the average difference between the actual and predicted
probability distributions for all classes. The last step for model training is saving the model and ensuring the model can be
accessed and used in the chatbot service.

4.3 Getting Optimise Threshold
A threshold is needed for a cooperation framework between bots and humans. The optimal threshold value can help increase the
hand-off rate. ROC Curve with the OvR approach is used to obtain the optimal threshold value in this study. The OvR approach
is widely chosen for the case of multi-class data classification. Make the OvR method suitable for training data with more than
24 tags. Using the OvR approach produces threshold values for each available data class. This happens because of the way OvR
works, which performs a binary classification for each class with the rest of the classes.

𝑇𝑃𝑅 = 𝑇 𝑟𝑢𝑒𝑃 𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝑇 𝑟𝑢𝑒𝑃 𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

(3)

𝐹𝑃𝑅 = 𝐹𝑎𝑙𝑠𝑒𝑃 𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝑇 𝑟𝑢𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒𝑃 𝑜𝑠𝑖𝑡𝑖𝑣𝑒

(4)

ROC curve shows the classifier behavior for each threshold with the True Positive Rate (TPR) and False Positive Rate (FPR). TPR
is obtained from the number of positive data that are predicted correctly (True Positive) compared to the number of positive data
that are predicted correctly (True Positive) plus the amount of negative data that is mispredicted (False Negative), as defined by
Equation 3. In comparison, the FPR value is obtained from a comparison of the number of positive class data that is incorrectly
predicted (False Positive) with the amount of negative data that is correctly predicted (True Negative) plus the amount of positive
data that is incorrectly predicted (False Positive), as defined by Equation 4. A good Area Under Curve (AUC) value is obtained
from a high TPR value and a low FPR. The value of TPR or sensitivity and TNR or specificity have the relationship shown in
Equation 5.

𝑇𝑁𝑅 = 1 − 𝐹𝑃𝑅 (5)

𝐽 = 𝑇𝑃𝑅 + 𝑇𝑁𝑅 − 1 (6)
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𝑇opt = 𝑜𝑟𝑔𝑡𝑚𝑎𝑥(𝑇𝑃𝑅 − 𝐹𝑃𝑅) (7)

The search for optimal threshold values uses Youden’s J statistics approach [21]. Youden’s J statistic is a single statistic that
captures the performance of a dichotomous diagnostic test. It is determined that the optimal probability value is obtained from
sensitivity + specificity – 1, shown by Equation 6. The equation is adjusted to Equation 5 and becomes Equation 7, which can be
used to find the optimal threshold value. Based on Equation 7, the optimal threshold value is the maximum index value obtained
from (TPR - FPR).

4.4 Website Development
Django was chosen as the framework for website data modeling and system performance monitoring. The website can be
accessed via the XYZ company intranet. The access rights that can access and use the monitoring website are the admin and
members of the help-desk team. The modules contained in the website monitoring service include dialogue logs, connection
logs, threshold logs, and master data. The Dialog Log module is intended to record every conversation a user has with a chatbot.
Model and system performance logs are also stored in this module. Dialogue Log data includes the date of the conversation, the
questions given by the user, the answers provided by the chatbot, the prediction probability value, and so on. Through this data,
the administrator can monitor system performance. User questions that the chatbot cannot understand are forwarded to the avail-
able help-desk. The connection between the help-desk and the user is recorded in the Connection Log module. The definition
of an available help-desk is a help-desk that is not connected to any user. If no available help-desk is found, the system sends a
message to try again later because the help-desk is unavailable. This module aims to help share the workload between help-desk
members. The Threshold Log module is used to record changes to threshold values. The proposed framework uses threshold
values to support the collaboration between humans and chatbots. The threshold value is the minimum predicted probability
value that must be achieved. If the model cannot obtain a prediction percentage, the question will be forwarded to the help-desk
team. The development of model training data allows changes in the optimum threshold value for each available class. There-
fore, records of changes to threshold values need to be kept. There are four modules for master data, namely help-desk contact,
tag, pattern, and response. The identity of the help-desk members is recorded in the help-desk contact module. This is neces-
sary for connection requests. Furthermore, there is a Tag module for recording training data labels. In comparison, the Pattern
module is a recording of questions that the user may ask. The list of possible and frequently asked questions is collected by the
help-desk team and mapped with the appropriate tags. Next, the Response module is a recording of the proper answers.

4.5 Chatbot Development
Chatbot is built on top of the Telegram social media platform to reach and make it easy for users. The model and the chatbot
service are integrated for calling, predicting, and selecting answers. The development of the telegram bot service uses the Python
programming language and is assisted by the python-bot-telegram library. Several commands can be executed in the chat room
with the chatbot, namely /start, /finish, and approve connection requests by connect button. The initial command that can be sent
to the bot is /start. This command is informative and is not required to be sent. The chatbot establishes a connection between the
user and the help-desk team if the chatbot fails to understand the question. Connect requests are sent to the available help-desk.
Help-desk needs to press the connect button to approve the connection request. After establishing a connection, the chatbot
sends a conversation log to the connected help-desk. This function facilitates the help-desk to understand the problems reported
without re-asking the user. The help-desk connected to the user can confirm the resolution of the reported problem. The help
desk can send the command /finish to end the connection if the issues are resolved. In other words, the /finish command can only
be done by the help-desk team. If the help-desk currently connected to the user does not send the /finish command, the system
terminates the connection after 15 minutes without exchanging messages between the two.

5 RESULT

This chapter describes the results of system implementation. The trial runs from 1𝑠𝑡 February 2023 to 3𝑟𝑑 March 2023. System
evaluation and model development are carried out in stages once a week. The stages of model development include recording
system performance and adding training data. The help-desk team can monitor chatbot performance through the website. The
help-desk team can design training data from this monitoring process to improve the model’s predictive ability. A manual
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TABLE 2 The growth of training data

Week Total Data Growth Number of Classes
1𝑠𝑡 408 103 24
2𝑛𝑑 511 122 28
3𝑟𝑑 633 135 31
4𝑡ℎ 768 - 33

assessment is also carried out by the help-desk team regarding the response given by the chatbot. This ensures the model’s
predictive ability and threshold values work correctly. The accuracy value of the built model is obtained from the suitability
of the response given by the chatbot, while the hand-off rate is obtained from the ability of chatbots to replace the role of a
help-desk. The differences and calculations of the two can be seen in Equation 1 and Equation 2

TABLE 3 The system performance evaluation.

Matrices 1𝑠𝑡 Week 2𝑛𝑑 Week 3𝑟𝑑 Week 4𝑡ℎ Week
Accuracy 0.93 0.96 0.97 0.99
Hand-Off Rate 0.79 0.88 0.93 0.98
Average Execution Time (sec) 0.52 0.52 0.49 0.39
Average Response Time (sec) 1.03 1.03 0.95 0.85

The system trial was carried out for four weeks at the XYZ company. At the same time, the administrator carries out the model
development every Sunday or Monday morning. Table 2 describes the growth of training data during the system trial period.
The data used to build the basic model consists of 408 training data with 24 tags. This number continues to grow until it is in
the 4𝑡ℎ week. Training reached 768 data and 33 tags in the last week of trials. The results of the system performance evaluation
with the four assessment criteria are shown in Table 3 . A comparison of model performance using other methods was also
carried out in this study. Neural Network (NN) and Support Vector Machine (SVM) were chosen to build a contextual model
from the training data obtained in system testing at XYZ company. A Neural Network with two hidden layers and SVM with
Radial Basis Function (RBF) kernel is the architecture used. The results of testing the contextual model using the NN, RNN,
and SVM methods are presented in Table 4 .

TABLE 4 Performance of the Contextual Model Method

Method Accuracy (%) Hand-off Rate (%) Average Execution (secs)
Neural Network 0.94 0.91 0.37
Recurrent Neural Network 0.99 0.98 0.39
Support Vector Machine 0.97 0.25 0.33

6 DISCUSSION

The evaluation is done weekly to see the model and system performance growth. Taking one week for performance observations
is adjusted to the model development process. Four evaluation matrices are used to measure model and system performance:
accuracy, hand-off rate, average execution, and average response time. Model accuracy is shown with a line graph that continues
to increase weekly in Figure 4 . This can be due to the growth of training data and the continuous model development process.
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The hand-off rate shows the chatbot’s ability to help and replace the help-desk tasks. The main job of the help-desk is to provide
the right action and response to the questions users ask. Based on Figure 5 , there is an increase in the hand-off rate value every
week. This shows that the percentage of chatbot usability is getting better. The chatbot usability percentage is in line with the
help-desk workforce optimization objective. The execution time is obtained from the model’s time to generate the appropriate
tag. The weekly average execution time caused by the model has decreased, although not significantly, in Figure 6 . This indicates
that the model is also growing faster in generating predictions. The response time is the required time for the system to respond
to the user. Starting from a model that makes predictions and then a chatbot that looks for an appropriate response and sends it
to the user. The development of response time performance every week is shown in Figure 7 . The decreased average response
time indicates a faster time to generate predictions. It can be said that adding training data without any changes to the model
architecture can affect the time in generating predictions.

FIGURE 4 Weekly accuracy growth chart. FIGURE 5 Weekly hand-off rate growth chart.

System performance growth in accuracy and hand-off rate occurs every week. In the first week, an accuracy value of 0.93 was
obtained, and it continued to increase so that in the 4𝑡ℎ week, it became 0.99. In line with accuracy, the value of the hand-off rate
also continues to grow. The hand-off rate was obtained in the first week at 0.79 and increased to 0.98 in the 4𝑡ℎ week. Unlike the
accuracy and hand-off rate, the average execution and response time have decreased weekly. The average value of execution time
in the first week is 0.52 seconds and continues to decline until 0.39 seconds in the 4𝑡ℎ week. On the average execution value, a
similar pattern is also obtained. The average response time in the first week was 1.03 seconds, down to 0.85 seconds in the 4𝑡ℎ

week. Models built using the NN and SVM methods were evaluated using the accuracy, hand-off rate, and average execution
time. Model development uses training data obtained from system implementation at XYZ company. The data is processed to
produce optimal threshold values according to the method proposed in the previous discussion. The testing process is carried
out with data on questions submitted by users in the 4𝑡ℎ week of system implementation. The results of the contextual evaluation
of the model using the NN, RNN, and SVM methods are shown in Table 4 .

The test results show the highest accuracy value is obtained by the RNN method, which equals 0.99. The accuracy produced
by the NN method is 0.94, and SVM is 0.97. The model got the highest hand-off rate value with the RNN method, 0.98. In
the model with the NN method, the hand-off rate is 0.91, and the SVM method is 0.25. The accuracy obtained by the SVM
method is relatively high, but the hand-off rate is shallow. This is due to the low probability of the SVM method’s predicted
results, so chatbots create more requests connected to the helpdesk than answering user questions directly. In contrast to the
value of accuracy and hand-off rate, the average execution time of the SVM method is the best. This indicates that the average
time required for the contextual model using the SVM method to produce the fastest probability of the predicted result is 0.33
seconds. The average execution time for the NN method is 0.37 seconds, while for the RNN method is 0.39 seconds. This makes
the RNN method with an architecture of two hidden layers, 128 hidden states, and one fully connected layer the longest to
generate the predicted probability results.
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FIGURE 6 Weekly average execution time
growth chart.

FIGURE 7 Weekly average response time growth
chart.

7 CONCLUSION

This study proposes a business framework for collaboration between humans and artificial intelligence (AI) agents. The hybrid
human-contextual chatbot with continuous model development is presented to reduce waiting time and workforce optimization.
The contextual chatbot is built on the RNN model to predict class answers. Threshold optimization with TPR and FPR values
using the OvR approach is carried out to create intervention human flow. The monitoring website is built to monitor the per-
formance of the model and application. The proposed system was tested for four weeks at the IT Division of XYZ company in
Indonesia. Four evaluation matrices are used to measure model and system performance: model accuracy, hand-off rate, average
execution time, and average response time. The framework supports the model development process on an ongoing basis so that
the evaluation process is carried out every week. Taking a seven-day timeframe for performance observations is adjusted to the
model development process in the field. In the last week of testing the system, an accuracy of 99% was obtained. The accuracy
value indicates the model’s ability to provide correct predictions for each user question. At the end of the study, the hand-off
rate value obtained was 0.98. The hand-off rate value shows the ability of the system to replace the help-desk role in answer-
ing questions. So that the help-desk can focus on carrying out other tasks, such as solving complex problems, evaluating solver
performance, and monitoring automation systems. This aligns with the research objectives: optimizing the workforce and main-
taining the company’s service quality. In contrast with the accretion of accuracy and hand-off rate value, the average execution
and response time decreased every week. The decrease in execution and response time indicates faster the model’s performance
in generating predictions and the system in providing answers. The lowest average execution time and total response were found
in week 4th, which were 0.39 seconds and 0.85 seconds, respectively. Performance testing using methods other than RNN is also
carried out to prove the suitability of the methods used with the proposed framework. The performance comparison between
the Neural Network, Recurrent Neural Network, and Support Vector Machine methods using a matrix of accuracy, hand-off
rate, and total execution time. The test results stated that the contextual model obtained the highest accuracy and hand-off rate
values using the RNN method. This shows that the RNN method in the cooperation framework between humans and bots as
artificial intelligence is the right choice for XYZ company. Growing data and operational needs encourage the system to work
according to company standards and cultures. Evaluation of system performance through the monitoring website has succeeded
in assisting the help-desk in compiling quality training data. Growing training data gives the model and systems performance
improvements in generating predictions and responses to users. A business framework supported by sustainable model devel-
opment has proven effective and adaptive to future needs practically. Scientifically also confirms that the growth of training
data on the same model architecture does not slow down the model’s performance. The quality of the training data and its suit-
ability for usage needs present a model with efficient weights and formulas. This makes the model faster in making predictions
and increases the average execution and response time by decreasing the resulting time unit. In further research, the process of
optimizing thresholds and model architecture can be carried out with more methods, such as Balance Accuracy for optimizing
threshold values and Long Short-term Memory as a model contextual method. Learning and optimizing threshold values with
various methods will increase system robustness. Adding a voice recording feature to communication between the helpdesk and
users via the telephone can also be a breakthrough in better capturing model development needs.
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