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Bayes Wavelet Regression Approach to
Solve Problems in Multivariable Calibration
Modeling

Setiawan and Sutiknd

Abstract/7In the multiple regression modeling, a serious
problems would arise if the independent variables ra
correlated among each other (the problem of il
conditioned) and the number of observations is much
smaller than the number of independent variables (te
problem of singularity). Bayes Regression (BR) is m
approach that can be used to solve the problem ofli
conditioned, but computing constraints will be expgenced,
so pre-processing methods will be necessary in tfierm of
dimensional reduction of independent variables. Theesults
of empirical studies and literature shows that thediscrete
wavelet transform (WT) gives estimation results of
regression model which is better than the other pre
processing methods. This experiment will study a
combination of BR with WT as pre-processing methoda
solve the problems ill conditioned and singularitis. One
application of calibration in the field of chemistry is
relationship modeling between the concentration ofctive
substance as measured by High Performance Liquid
Chromatography (HPLC) with Fourier Transform
Infrared (FTIR) absorbance spectrum. Spectrum patten is
expected to predict the value of the concentrationf active
substance. The exploration of Continuum Regression
Wavelet Transform (CR-WT), and Partial Least Squares
Regression Wavelet Transform (PLS-WT), and Bayes
Regression Wavelet Transform (BR-WT) shows that the
BR-WT has a good performance. BR-WT is superior than
PLS-WT method, and relatively is as good as CR-WT
method.

Keywords/7Bayes, wavelet, ill conditioned, singularity

|. INTRODUCTION
I n general, the statistical model requires the numnfe

observations greater than the number of independew

variables (predictors). On some phenomena (casesg t

requirements can't always be fulfiled. One of the

reasons is the high cost that is used to obtaiml#t®, so
it does not allow for observation of samples ingéar

numbers. Trooped with these problems there are al
other problems on the occurrence of the independe
independe
is a high correlation betwee
independent variableX, there will present an classical

variables of high correlation among
variables. If there

issue called multicollinearity, hence the use adsSical

Regression (Ordinary Least Squares Regression, OL

will lead to ill-conditioned raw alleged error résng

enlarged (over estimate). In other words, multico

linearity can cause a very low accuracy of thenestied
parameters [8]. Meanwhile, if the number of indegeat
variables is much greater than the number

of

independent variables (the problem of singularifyhis
results affect in XX matrix has no unique inverse
(typical), which is the main requirement in OLS.
Consequently, a method to solve both of problems is
necessarily obtained.

lll-conditioned and the singularity problem occur i
many real problems, for example in the calibration
model. Calibration models are widely used in chémpjs
especially Chemo metrics that is a field of scieti#
are a combination of mathematics, statistics,
chemistry.

Several methods to solve the problem of ill conditid
and the singularity has been developed. Setiawah an
Notodiputro (2007b) developed a method with the
combination of Wavelet Transformation Continuum
Regression (CR-WT) which resulted in a relatively
satisfactory model to solve the problem of ill citisshed
and the singularity on various structures of the
correlation matrix independent variables. BayesrBeg
sion method is one of alternative to solve the mult
collinearity problems. This paper will discuss abbaw
the performance of a combination of Bayes Regrassio
and Wavelet Transform. The focus of this reseascto i
examine the Bayes Regression with pre-processing
Wavelet Transform (BR-WT) as one alternative for
dealing with the high correlation between indepemde
variables and the number of observations is smtikem
the number of independent variables. This is bexaus
both problems are common in real problems. Thispap
is based on the results of research that spedjfiaeths
to study and develop Bayes Regression methods with
avelet Transform to solve the problem of high
correlation between independent variables and the
number of observations is smaller than the numifer o
independent variables.

Recently, the use of medical plants is not onlyitkich

and

é’B the making of herbal medicine, but also in phacy

ﬁppplement products (nutraceuticals), herbal etdrac

ept in order to keep the quality of the produdtshe
erbal medicine company and of the pharmacy and in
order to fulfill the standard (Danutirto, 2001). €h
information of the use of the medical plants can be
observed through the active compounds within them.

rEtc. the quality of the source (medical plants) trhes

I_Therefore, the study about the active compounds is

necessary.

Il. THEORIES

observations, the structure becomes singular mafrix A. Multicollinearity
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In the classical regression model requires the mumb
of observations greater than the number of independ
variables (predictors) and there is no multicolitga
Multicolinerity is high correlation between its iegen-
dent variables. One of the methode that can be tesed
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identify multicolinearity is value of Varians Infian
Factor (VIF).
1

1-R?
Where R is determination coefficient for Xj that

VIF o =

constitute function from other X variable. If thdR&s
value is greater than 10 shows multicolinearity.

B. Bayes Regression with Normal Prior

Bayes approach in the regression is done by forming'

the posterior distribution of parameters. This poet is
the product of priors with the likelihood function.

General multiple regression model with k independen

variables (including intercept) is:
y=Xp+e
Where
y = observation of the dependent variable vector I
X= observation matrix of independent variables () x
B = regression coefficient vector (kx1)
¢ = random variable vector error (nx1)
and g ~ N(o, Ioz) then y~ NOB,169).
In this paper assumefl ~ N ©, V) where V is a
variance-covariance matrig so symmetrical, then the
prior function;

p(B) 0 (2r) ™2V exp{—%(ﬁ -0) v —e)} )

Likelihood function of the normal multiple regremsi
model is:

8)0 2 ) e -5y - x) (v - xp)| )

Multiplication of priors with the likelihood funaiin
produces the following joint posterior distribution

h(, y)DI(y | B)-p(©)

i —(k+n) /2y 4| ~1/2 _1 _aY(p_a)_
02 n) Ve 2 (- 0] (-0) -

@)

1
o2

(y-xp)"(y - XB)}

or

log h(B,y) O {— k+n log( 2m) - nlog 0—%Iog|v|} -
HO-0rv 6 -0)s L r-xp) lr - xp)}

D{—k;nlog(2n)—nloga—%log\v\}— (4)

%{(B -0)V(p-0)+ %(yTy -2p"XTy + pTXTXp)}

-1
XTXj (V’19+

= L, 1 1 .
(oo o groom)

2. Variance and standard deviation ﬂé)rand y

-1
Var (B): Var (V'l + iszxj (v o+ lszyﬂ
g g

1 -1
= iz(v*% %XTXJ ><T><[V’1 + %XTXJ

g g g

3. Var(y) is expected by the middle of the square error,

so that the estimation of/ar(fs) is :

-1
%[v*+%x*x) xTx(V’1+L2xTxJ
(o} (e}

Interval confidence (2)100% forg is :
Plf}i ‘talzm—k)s(réi)s pi<h ”a/z(n—k)stﬁj )J =1-a
Variance fory is:
Var(§) = Var(Xp) = X Var(g)X"
5. Interval confidence (1r)100% for yis :

4.

p[f/i - ta//z(n—k)s()?i )<y <9+ ta//2(n—1<)5(§’i )} =l-a

The detailed algorithms Bayes approach in the

following regression model are:

a. Standardization of variables

b. Least squares regression method to olftaimdo?

c. Conducting a resampling and regression coefficients
assumed for each sample by the least square method
to obtain V.

d. Computeg with formula :
ﬁ:(V’l +%XTXJ (v*o +%XTyJ

e. Find Var(),s(3), interval confidence (&) 100%
bagi i, Var(§), s), and interval confidence (@}
100% for y.

C. Discrete Wavelet Transform

Suppose there is a vector data x 3, ¢, ..., xq_i)T
with q 2, M>0 is an integer. Discrete Wavelet
Transform (DWT) defined as follows:

g-1

A => Xk (1) 6)
t=0

j=0,12, ..., (M-1) and k = 0,1,..., @), thus obtained

(g-1) coefficients and one coefficieng csame matrix
dimensions variable X. With matrix notation, DWT in

The maximum value of the function is obtained by, equation (6) can be written

finding the first derivative of3 and equated to zero.

1

2vip-2v +—2(—2XTy+2XTX B] =0
o

®)

where V is variance-covariance matfix6 is vector of

A -1
B =(V'1 +ixij (V‘le +i2xTyj
o o

2

d = Bx (")
because B is orthogonal, hence can be written:
x=B'd (8)

where d = (@oydo,o,dl,o,dl,l,dz,adz,lydz,zydz,sy---)T and B is
a matrix that the elements of his column is thai@abf
@(t) and W, (t) for various tO [0, 1]. Special properties

regression parameters which are approximated kst lePf the matrix B is orthogonal, the first column of the

squares regression coefficierit= the middle of square

same value, and number of other elements of each

error which is approximated by the middle of squaréolumn equal to zero.

error of the least square regression.
Statistical properties o and y :
1. B is a bias estimator fd

-1
A )= -1 1 ' -1 1 '
EGS)—E[(V +G—2X Xj (V 6+G—2Xy

-1
A 4, 1 . 1
()= E[V 1+FXTXJ (v l0+U—2XTyj

)

Vector data x can be connected with the functiom f
the interval [0, 1] and defined as :

SRR S Y B RIS O

- a k
f(t) = kZ:O X S
This function is known with a stair and included Lih
([0,1]) so that the wavelet decompositiorf(@y is :
- 211

f(t) =Cop @) + z zdj,k wj,k(t)'

i=0 k=0

(10)
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For ¢(t) =1 called the scale function for Haar wavelet. , 1

The equation (10) is called discrete wavelet tramsf éwlk(t) ¥im (0 c =0 for j= 1 .and k=m not occur
because the value of j is only taken on the pasitiv  simultaneously.

integers. Numbers of j in the equation (10) is exhlh 1

resolution level, and f(t) can be obtained accilyaié 5. [®t) Wi (1) dt=0

taken by all levels of resolution for the decomfiosi 0

i.e. the resolution level 0 up to (M-1). Coefficier o
called the coefficient of smoothing or part of adtion
approach, whereagdcalled wavelet coefficients or also
referred to the detail of a function.

Then matrix B obtained by multiplying all components
@t) andW; (1) withﬁfor tajo, 1].

Suppose for the Haar wavelet:

For example, suppose there are four observatioes, (q 1, Ost<1
M=2), X = (%, X, %, X3)', hence can be written as ‘p(t):{o _otherwis
follows: R Hil2 Lst< 2k-++11
FO) =Coo @)+, Dd, &, (1) B
j=0 k=0 Wy (t) =1-2"7, G St
f(t) = Goo(®) + chWoolt) + choWadlt) + ch W1 () 07 &’

1
< =
XO ,0_t<

fr)=4% rst<g In the case = 4 then for the Haawavelet is :
x, ,2<st<d i1 1 0
Xz ,2<t<l. 101 _ﬁ 0
. X BT - 2 2 J2
With DWT obtained: 1 -4 0 %
Xo =f(tO[0, %) 1 -1 0 -+

=Coo @(tT[0, ) + dgo Weo(tO [0, §) +
Ay Wio (1[0, 3)) + dyy Wy (L0 [0, 3)
xg =f(t0[0, )
= co ®(t0 [0, 4)) + dog Woo(tD [0, 4) +
dio W1o(tO [0, 3) +dyg wyg(tO[0, )
x; = TO[S, 2) = cop At O[5, 4) +
1 2 12
doo Y00 (t B l7. 7)) +dio #10(t D7 7)) +
dig 911 01F. §)
xp = F(t015,9) =cop wt O[5, 3) +
2 3 2 3
doo ¥0o(t B Z. ) + dio ¢10(t U7 ) +
dyg #1101, D)
XS=f(tD[%,1))=COqutD[%,1))+
dOO lono(t D[% ,1)) + le lleo(t D[% ,1)) +
dig Wyt O[S D).
In matrix notation can be written:

x| |00, ) Yot 00, ) ¢etD0.2) %00, ) | [

0 || A0, 2 dodt 0. D) wdt 0. D) 0. | | do
% | |t 02 D) vodt 0. D) wdt oz D) woi 3| | do
Bl | a0 D) wdt0E ) wdtos ) wgeos | L4
or .
x=B"d

B is called a wavelet transform matrix. In ordeotaain
matrix B'which is ortogonal, then selecteg(t) and

W k(t) such that :
1

1. Jo(t)dt =1
0

1
2. éll,ljk (t) dt = 0

} 2
3. Jgjyd=1
o Kk

That fulfill B'B = BB" = 1.

Because of B is orthogonal, the wavelet coeffigent
can be calculated by

d = Bx.

If x has a large dimension, computation of wavelet
coefficients matrix inefficient manner, so that the
pyramid algorithm is used. From the simple example
shown the number of elements of each column of the
matrix B' equal to zero except the first column
associated with the scale function (father wavelEl)js
is because the elements other than the first colofitime
matrix B" obtained frgm the mother wavelet function has

the general propertieg¥ (1) dt=0

If matrix X = [X1,Xz ..., %] where p = q =2 (M=
positive integers) the DWT can be written:
Dnxp) = Xt xp) B tnxp)
Because the dimensions of B very large (p>>), then
choose a particular resolution levels such that the
number of wavelet coefficients selected gowith p’<

(n-1) < p and the result will be obtained

D (nxp = Xnxp) B (nxp) . Y
which reduces the observation of p vertices of each
sample intop' wavelet coefficients selected point.

D. Bayes Regression with Pre-processing Discrete
Wavelet Transformation

Bayes regression with pre-processing Discrete Véavel
Transformation (BR-DWT), is essentially Bayes
regression between the response variable Y with
independent variable D from DWT results. Matrix D
from Wavelet Transformation not guaranteed indepen-
dent. Sunaryo (2005) show that the new varialdelte
from DWT still have a fairly high correlation, atthgh
its value is smaller than the correlation betweariables
of origin. Therefore, the regression model betwten
response variable (Y) with variable results from DW
cannot using OLS method because there are still
multicollinearity problems.
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Data analysis using the BB-WT divided into twoto solve the issues of classical assumptions itis8ts
phases that are to build a model calibration anghodelling. The assumption studied here is the isfue

validation model. multicollinearity, the number of observations whiih

1. Phase 1 much less than the number of independent variaahes,
Build a calibration model with the following pte: the presence of outliers. In order to get a sutabbdel
a. Search for a wavelet coefficient matrix for solving these issues, a method combinatiomised

Matrix Xy is the results of discretizing of  The first step is to study the combination of Bayes
the infrared spectrum of gingerol is the Regression and Wavelet Transform (BR-WT)
independent variable, whereas the responsgeoretically, which is expected to be an altexafor
variable yn.) is the concentration of active gqying jll-conditioned and singularity problems.
compounds of ginger powdgr_ from_ HPLC The second step is to study the use of BR-WT method
measutement.s. Data were divided Into tWOby using simulation data. And the last step isde BR-
groups: the first group |slndat:_;1 to build WT method in the calibration modeling.

models, and the second group isdata for The calibration model in this research is caliloati

validation. : .
Get DWT matrix B with the involvement of Model of the level of gingerol compounds. The sanipl

1024 points (M = 10), which is determined gingerol from (a) medical plants farmers in Kuloogo,
based on the mother wavelet. Wavelet matriXCentre Java and Karanganyar, DIV, (b) the experisnen
calculations in this study using the softwarein Biofarmaka experimental field IPB Bogor, and (c)
Wavetresh (Nason, 1998). Balitro, Bogor, Majalengka, and Sukabumi. The
Get the matrix of wavelet coefficients with  gingerol will be chemical-analyzed in three laborats
the formula Ghixp) = x(nlxp)BT(po) then select a in Laboratorium Kimia Analitik Jurusan Kimia IPB,
specific resolution levels such that the numbetaboratoriun Terpadu IPB, a Laboratorium Pusat iStud
of wavelet coefficients selected for p’'with p’ Biofarmaka LPPM-IPB.

< (mxp) < p. Subsequently obtained Ry = The research sample is 20 gingerols. The compaositio
Xnixp)B " (pxpy Which reduces the observation of gingerol will be analysed through HPLC method,
of p vertices of each sample into p’ pointwhich will be used as the dependent variable. FTIR
wavelet coefficients are selected. In softwarenethod gives the spectrum of infrared. The diszatitin
Wavetresh 3 (Nason, 1998 There are 10 levelsocess will gives the percentage of transmittandegh

of mother wavelet Daubechies (*D'l to D-10)is observed in 1866 points for wavelength 4000 @ 40
so the matrix will be obtained 1D . cm®. This value represents the level of gingerol, Wwhi

b. Making a regression model between the responsed as the independent variable.
variables Y (n,x1y and the matrix of independent DWT must have ¥ (M is positive integers), so that

variable D) (D-1 to D-10) using Bayes
regression method.

the observations are only taken 1024 points from th
actual 1866 points, by considering the region frfaired
spectrum.

-1
ﬁ:(v-hizD*TD*j (V—leD*Tyj The chosen 1024 points of observations will be

o o transformed by using Discrete Wavelet Transform

. o . . ;
Rag{é):Rag{(V‘leD”D*j [V_19+12D*Tyﬂ (DWT), by considering the possible resolution which
o

gives wavelet coefficients size less than the sarsje.
Daubechies wavelet is used as the mother wavelet

2. Phase 2 . : o
Validation of the model with the followintess - because it has been used in most applications reudtt
o . P a better result [18].
a. Perform predictive value of y in the group of

A. Data
The research is a step in continuous research ab

validation data using the model produced inB. Data

phase 1, with the following steps: The analysis is using BR-WT method, which is didide

i. Multiplication of the i-th observation into 2 steps, i.e. building the calibration modetiahe
vector %" have a measurement of (1xp) model validation. The criterions used to evaludte t
with the wavelet transform matrix Bthus ~ model performance are’RRMSE, Rieqics RMSEP, and

obtained vector @{*T with formula qi)*T = plot between the actual data and the predictioe. ddst
X" By | model is a model which gives much &d Ry l€SS

ii. Predict the valug by the formula: RMSE and RMSEP, and the fittest prediction to the
. T actual data. BR-WT performance will be comparechwit
Y6y = Yoregiany =9 B 0 1=12,n,.

CR-WT (Continuum Regression—Wavelet Transform)
and PLSR-WT (Partial Least Square Regression—

Further validating the model with RMSEP Wavelet Transform).

criterion, coefficient of determination of

prediction results (Redict)- IV. RESULT

. METHOD C. Multicolinearity Identification

According to VIF's value, shows that all of the
independent variables are identified multicollingar
Ouse of VIF's value is greater than 20.

tatistics modelling. The aim of the long-term reskas
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D. Model Calibration Levels Gingerol

The measurement results obtained by FTIR dat

percent transmitans ginger powder to 20 samplé8&
points as shown in Fig. 1. Furthermore, 1024 waseh
for each observation point. This is to meet theuireg

ments of DWT that nee@" (M=10) and the spectrum

presented in Fig. 2.

have the same chemical formula and the same spectra
gattern. The difference is in the high and low petaof
transmittance. Therefore, if the pattern resemibbhes
pattern spectrum of FTIR spectra in Fig. 3, theis th
model can be used to predict the gingerol contént o
ginger powder.

Gingerol content of the calibration model can bedus
to predict the concentration of active compoundygiol

Fig. 1 and Fig. 2 show that the spectrum is in tung, ginger with a high degree of accuracy, but carre

(almost parallel). As a result, the process of réiditing
the infrared spectrum that produces 1024 pointsused
to obtain independent variabl¥s to X,q,4 as a compiler
matrix X, multicollinearity problems will arise bagse
of the high correlation betweefy andX;q,4 In addition
to the large number of points produced (1024) tssual

used to predict the levels of active compoundshia t
rhizomes of plants of other drugs (e.g. turmerid)is is
because the type of active compounds in each differ
medical plant means that its chemical formula soal
different, resulting FTIR spectrum is also differavith
gingerol. Infrared spectrum of organic compounds ha

the independent variables is much greater than thgharacteristic physical properties, which means the
number of observations. Therefore it needs to beedo possibility of the two compounds has the same spect
using data compression in order to obtain TWD weivel is very small (Nur and Adijuwana 1989). These

transform coefficient matrix D

differences affect the spectrum pattern of eaclvect

Calibration model is built using 16 data. From thecompound has a different calibration models. Howeve

results of data analysis concluded that the besteirfor
predicting levels of gingerol is built using 11 vedet
coefficients (for the mother wavelet Daubechies-d103
resolution of 0, 1 and 3 and a coefficient functioi

scale discrete wavelet transforms. This is becanse

these conditions result whose behavior is relatibelter

BR-WT method can be used to obtain calibration rteode
for all levels of the active compounds of medicipkint
species.

V. CONCLUSION
The conclusion from the theoretical and empirical

than others, that can capture good measures of sugfudies is the combination of Bayes Regression and
models are relatively bettd®¥’. The results proved the preprocessing Discrete Wavelet Transform, which is

vectors that form the matrix Dstill has a high
correlation, so if regressed between the respoasable

called BR-WT, has a good effect in solving ill-
conditioned and singularity. The application of @R-

Y with D" arise the multicollinearity problems. To solve jn the gingerol calibration brings’R 97.9%, R, g

these problems, Bayes Regression method is useghos,

and RMSEP 0.0254. Therefore, gingerol

Summary results of the processing method with BR-WTalibration model can be used predict the level of

MINITAB macro programs are presented in Table lgingerol compounds, but it can not be used to ptedi
Fig. 3 presents the scatter diagram of observed dagther medical plants.

(Yinsampie) With the prediction results using BR-WT, CR-

CR-TW method is the best method for solving ill

WT, and PLS-WT. While Fig. 4 presents the scattegonditioned and singularity issues, but it is nobgj for

diagram data observations of¥me) With predicted
results using BR-WT, CR-WT, and PLS-WT.

From Table 1 we can see that the results of BR-Whe called Robust

data having outliers. Therefore, a robust method is
preferred and the combination with CR-TW, whichlwil
Continuum Regression—Wavelet

method obtained good value model that is betten thaTransform (RCR-WT), is an interesting solution.
PLS-WT method, and relatively as good as CR-WT

methods. Furthermore, estimated by the method elériv

BR-WT R = 97.9 %, Begici = 99.0 %,an RMSEP =
0,0254.
This is reinforced by Fig. 3 which shows that ttogsd

prediction results using RB-TW obtained the point

closer to the observational data points. So aldeign 4

shows that the points outcome prediction BR-WT

method closer to the observational data pointsit San
be said that the model for prediction of externatad

(data that is not involved in the modeling) is quit

satisfactory. BR-WT method gives better results ttie

PLS-WT method. Meanwhile, when compared with CR4{3]

WT method is relatively equally well. Thus it caa aid

that the BR-WT method is one alternative that can by

used to overcome the multicollinearity and singtyar

Thus we can conclude that the CR-DWT has very good

potential for modeling calibration. Gingerol cortenf

the calibration model using the CR-DWT approach th

results of this study can be used to predict theest of
the active compound (gingerol) in all kinds of géngif

known FTIR spectrum. This is because all kinds o
ginger have gingerol content of active substanbes t
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CONCENTRATION GINGEROL OBSERVATION, AILAEBCIS_ET]I“ON AND THE RESULTS OFPREDICTION RESULTS
Observation Prediction Results

Y-insample CR-WT PLS-WT BR-WT
0.63 0.7157 0.7139 0.7153
0.72 0.6914 0.7138 0.7125
0.58 0.5548 0.5328 0.55
0.53 0.6019 0.6006 0.6107
0.52 0.6049 0.6092 0.6075
0.54 0.532 0.5391 0.5325
0.79 0.7426 0.7338 0.7411
0.78 0.7483 0.7457 0.7477
0.63 0.5745 0.5636 0.5741
0.63 0.6084 0.6185 0.6176
0.78 0.742 0.7366 0.7404
1.26 1.2849 1.2887 1.2865
1.6 1.615 1.6092 1.6111
1.18 1.189 1.1903 1.1897
1.24 1.1879 1.1878 1.1878
0.53 0.5466 0.5564 0.5476
R? 97.9 97.7 97.9

RMSE 0.0488 0.0517 0.0497

Observation Prediction Results

Y-insample CR-WT PLS-WT BR-WT
0.78 0.7485 0.7455 0.7472
0.79 0.7384 0.7205 0.7376
1.14 1.1725 1.1811 1.1755
1.07 1.1291 1.1438 1.1387

R2oredik 99.2 98.8 99

RMSEP 0.02 0.0255 0.0254







