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Implementation of
Grid-computing Framework for Simulation
In Multi-scale Structural Analys

Data Irandia

Abstract/7A new grid-computing framework for simula-
tion in multi-scale structural analysis is presented. Two
levels of paralle processing will be involved in this
framework: multiple local distributed computing environ-
ments connected by local network to form a grid-based
cluster-to-cluster distributed computing environment. To
successfully perform the simulation, a large-scale structural
system task is decomposed into the simulations of a
simplified global model and several detailed component
models using various scales. These correlated multi-scale
structural system tasks are distributed among clusters and
connected together in a multi-level hierarchy and then
coordinated over the internet. The software framework for
supporting the multi-scale structural simulation approach
is also presented. The program architecture design allows
the integration of several multi-scale models as clients and
servers under a single platform. To check its feasibility, a
prototype software system has been designed and
implemented to perform the proposed concept. The
simulation results show that the software framework can
increase the speedup performance of the structural
analysis. Based on this result, the proposed grid-computing
framework is suitable to perform the simulation of the
multi-scale structural analysis.
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|. INTRODUCTION

meshes, is one effective approach to simulate the
responses of structural components. However, the
resulting models become enormous and are diffigult
process using current computational power.

High-performance computing appears to be the key to
problems that are computationally intensive, sushina
realistic simulations of structural engineering teyss.
At the dawn of parallel computing, shared memory
machines dominated. In this kind of hardware
architecture, the communication between processes w
irrelevant. Thus, very few modifications of the ifien
element analysis algorithms have been necessitated
the computational hardware. As distributed memory
computers and clusters of networked workstationsewe
introduced, communication times between processes
became significant. This brought about innovatiams
the finite element analysis, using domain decontjposi
algorithms, by dividing tasks into a few looselyupted
subtasks in order to minimize the communication
penalty. These well-known domain decomposition
methods include sub-structuring (static condensatio
dynamic reduction), the parallel central difference
algorithm by [1], the Iterative Group Implicit (1§l
algorithm by [2], Finite Element Tearing and
Interconnecting (FETI) by [3], and the nonlineatbsu
structuring algorithm by [4].

Presently, grid computing is being perceived as the
most promising avenue to achieve further computatio

Advances in computer technology and numericalswer, Virtually an infinite number of machines das
methods have allowed the simulation of engineeringonnected via the internet, theoretically leading t
problems that traditionally have been addressed onk,njimited computational capabilities. However, @sle

through experimentation and theoretical models. &0mggch
industries have been able to design sophisticatethmunication can

subtask is independent, internet

any possible gain in

highly
render

engineered systems based solely on computer siowlat efficiency from a grid-based distributed applicatio
In addition, many complex phenomena, such as @iepla pepending on the time of the day, the traffic oe th

crashes and car accidents, can be analyzed throughernet can be such that no timely communicatien i

computer simulations. In structural engineeringngisa
computer simulation to realistically represent die¢ailed
behavior of structural systems in various situajsuch

possible. In addition, for all the above domain atee
position methods, there is a limitation to the nembf
processors that can cooperate efficiently. Theegfor

as the global response and the detailed damage O0dRectly extending those methods to run on a piatfo

structure during a major earthquake, is a goal 'Whicconsisting

remains to be achieved by engineers.

The structural engineering systems, including kegg

and buildings, are usually large-scale and conth&
effects of various structural components and matest
many scales. Therefore, to successfully creataléstie
simulation of a structural system, the global madekt
be able to capture the true behavior of the glsipsiem,
including the detailed local mechanisms. Modelihg t
whole structural system in every detail, using véng
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of massive machines connected by
comparatively slow, over-utiized communication
channels to efficiently perform a complex simulatis

not a trivial task. New methodologies are now nsaps

to minimize the quantity and the frequency of data
communication.

Since decomposing a complex model and distributing
the decomposed tasks to all available machinesnaill
work in a grid-based computing environment duehi® t
internet-imposed communication time obstacle, a new
grid-based simulation method for the realistic datian
of structural engineering systems is presented. Two
levels of parallel processing will be involved ihig
framework: (1) multiple locally distributed compodj
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environments connected by the local network to f@m A. The Cluster-to-Cluster Distributed  Computing
a grid-based cluster-to-cluster distributed compmuti Environment

environment. To accomplish a realistic simulatinrhis A simple one-level grid computing environment can b
computing environment, a large-scale structuralusim gegerined as a massive collection of heterogeneous
lation task has been separated into two distinelgeaies .- -hines connected by comparatively slow, over-
of the simulations: (1) a simplified global modafd (2) \tlized communication  channels. The computer
several detailed component model_s at yarious Scaleépplications running in this kind of environment stu
Many researchers have developed simplified mod@is t oqqme that any communication with other machiges i
can generally achieve the goal for various str@ttur 4one over the internet, no matter whether the rashi
components, such as the beam component by [S], agge |ocal or remote. Thus, this kind of framewaslonly
beam-column component by [6]. However, in SOme iapie for distributed computing problems for othi
occasions, the original simplified component mad@y o540 subtask is more or less independent, suchtttaat
become invalid to represent the behavior of it§ime required for internet communication among rivess
corresponding rigorous component model. For thigy,chines is thereby rendered insignificant. Hetease
reason, a rigorous model must check the state sof ifyqte that for existing distributed finite elememiatysis
corresponding  simplified model periodically, andgigorithms, the communication time is significamda
calibrate or update it when necessary. there is a limitation to the number of processotsciv

For illustration, the modeling of a structural campnt ., yield an efficient computational process. Treee
by coupling of a simplified component model (SCMJa here is no way to extend existing algorithms to be

a rigorous component model (RCM) is shown in Fig. 1app|icab|e in a simple one-level grid computing

These two separated numerical columns, which arg,ironment

modeled on two scales, actually represent the samerpe jnternet communication bottleneck can be
structural columns in the real structural systerhe T significantly bypassed by organizing the hardware
integration of these scaled models according tar the qnfiq ration of a grid-based environment into @ster-

respective frames of reference is shown conceptill 1, ¢ ster distributed computing framework, as show
Fig. 2. As the figure indicates, an SCM residesain oncentually in Fig. 3. This framework involves two
macro/global system to obtain the actions appliethe  |g\els™ of parallel processing: (1) multiple locally
rest of the system. An RCM is analyzed in isolation istributed computing environments, which are
obtain its detailed responses and behavior. Thalsletf .. hacted by local network to form a (2) grid-based

the synchronization of these two models will beggster.to-cluster distributed computing environinen
discussed in “the multi-scale hierarchical modela® 5t each of the clusters in the framework coutd b

simulation” section of this paper. _ comprised of a number of different kinds of progegs
Since the synchronic strategy of the multi-scalelef® equipment, including, but not limited to, a distried

of variou_s scales has been dgveloped, a met_hod H?emory supercomputer, a shared memory super-
systematlcally_perform these §|mulat|on_tasks ie thcomputer, or just a personal computer. The bulk of
proposed grid-base computing environment

! . : , 'Tommunication takes place between the computing
introduced. These correlated multi-scale simulatasks

S nodes within a cluster, similar to a traditionatister
are distributed among clusters connected toge$ehe ., ting environment. Only those messages to be
internet to form a multi-level modeling hierarchiyhese

. X . _ ) exchanged between clusters are required to comatenic
simulations, in separated clusters, coordinate wébh

. .. between the interface computers on the internet.
other through the internet to complete a realistic )
Modeling and

simulation of a whole structural system. This pagep B- The Multi-Scale  Hierarchical
presents a software framework for supporting the Simulation

proposed realistic simulation approach in a grideloh In simulating structural engineering systems, é@nit
cluster-to-cluster distributed computing environmen elements analyses are often used to represent the
The architectural design of the program allows théehavior of the system as a whole. In this type of
integration of several multi-scale models as ctiemd analysis, simplistic nonlinear models, which consit
servers under a single platform. Such integratidh w one or a few nonlinear elements, can be used for
facilitate a more realistic simulation of a strueu representing the global behaviors of various stmatt

be

and

system.

Il. THEORY

The present enterprise, using grid-based techndiogy
produce a realistic simulation of a large-scaleditral
system, has one critical weakness, which is the lo
efficiency and reliability of internet communicatioTo
solve this problem, the cluster-to-cluster compmtin
environment and the multi-level hierarchical monegli
and simulation method are proposed and combined
this study to form a grid-based framework for lasgale
structural simulation.

components, such as beams, columns, walls,
connections. Although the global responses of &irat
systems can be simulated in this way, the detailed
responses of their components cannot be obtairiad us
simplistic models. On the other hand, much resehash

Jpeen conducted on the analysis of individual stmadt

components. In this type of analysis, the struttura
components are modeled using very fine meshes to
produce detailed responses. However, these models a
igolated without consideration of the relationship

between their behaviors and those of the rest ef th
system. Therefore, these two levels of knowledgailsh
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be integrated under a single platform to produeeoae capacity and efficiency of their products. Therefor
realistic simulation of structural engineering syss. considering the benefits of the software analysis

Modeling the whole structural system in every detaiperformance, and its general familiarity to the Ipyb
using very fine meshes as the way to simulate thETABS and ABAQUS have been chosen for each cluster
responses of structural components is one approaadbf. the proposed grid-based computing environmant. |
However, the resulting models would be enormouspther words, if a cluster system has the softwaognam
awkward and inefficient using current computationalinstalled, it can easily become one of the analgsisers
power and analysis techniques. Another possiblefthe proposed platform, simply by installing gerver-
simulation approach for grid computing environment side program of the core analysis module, which bl
proposed in this study. The proposed approach uséstroduced in the later section. Therefore, thos®e wse
independent models of various scales for simulatirey the proposed platform can create new system or
global system of a structure and its detailed camepts. component models through the pre-process interédice
In the beginning, a structural system is analyazethe the software. After the model has been analyzed, th
ways traditional structural analysis is conduct€hce post-process interface can then show the visualized
done, the simulations of its multi-scale componentesults.
models are integrated and correlated with the aimly Different commercial analysis software programsehav
result of the structural system to achieve areticlis their own unique and specific input file format.
simulation of the whole structure. In this way,etadled Therefore, some rules should be established for
simulation of the whole system can be decomposed inidentifying the objects with the proposed software
several detailed simulations of its individual system, in order to enable the platform to recagnie
components. data format of different analysis software programs

Fig. 4 shows that the proposed multi-scale hieiaath dynamic and automatic fashion, without needing to
modeling and simulation method can fit into themodify the code of the system.
proposed cluster-to-cluster computing environment There are two interface requirements that needeto b
nicely. Here, a global structural and a beam a$ ageh  established before the commercial analysis software
column component are both separately modeled at twwe integrated into the proposed analysis platfdfirst,
scales. For example, the beam component of the SCile system should be able to recognize the confethie
resides in the global structural system, analyzgd binput file of the commercial analysis software and
Cluster #1, and then it applies the nodal displam#m convert it to the corresponding object types of the
obtained from the rest of the system. Through tbbaj  proposed software system. These objects typesdaclu
grid-based network, Cluster #3 receives the effettee  nodes, elements, forces, boundary conditions, Hics
global system on the beam component of the SCM, argtep is necessary because the global model and the
these effects are then applied to the beam of tB®I,R rigorous component models of the whole simulation
analyzed by Cluster #3, to obtain the detailedarsps problem will be displayed on the graphical useeifsce
and behaviors. of this system. The second requirement is thasylséem

A study for verifying the accuracy and demonstigtin should be able to read the output from each of the
the applications of the proposed multi-scale hhv@mal models studied by the commercial analysis software.
modeling and simulation method has been presented I herefore, after the global model is completed,rtbdal
[7]. In their research, the two-level model corssisf a  displacements in the global model can then be etetria
global frame model in line elements and a detailedrfom the SCM. These extracted values of the
component model in plane stress elements whicHisplacements are then translated into the initial
references to the beam portion of the global framéoundary conditions of the corresponding RCM.
model. It is then analyzed as the RCM using the
proposed simulation method for detailed response T Ill. METHOD
results indicate that the peak and average pegerth
error of strain in the beam component are less 18an
With this level of accuracy, the proposed simulatio
method should be appropriate to be used for siinglat
the responses of real structural systems. On ther ot
hand, the comparison of RCM simulation with thel rea
experimental results shows that the RCM predicts th
deformed shape and stress results as they arevetisar
the experimental test.

The proposed cluster-to-cluster distributed conmayuti
environment will require a modified client-serveodule
with a formatted architecture to perform the praabs
multi-level hierarchical modeling and simulationhél
software framework consists of two modules, as show
in Fig. 5. They are the core analysis module arel th
graphical user interface module. Both modules are
implemented using Java, a platform-independent, net
infrastructure language, so that the system canorun
C. The Integration of Commercial Analysis Software any (interface) computer connected to the internet.

There are many popular commercial structural aiglys 1€ hardware configuration is shown in Fig. 6.He t
software products available, such as ETABS [8] an§ame way, the hardwa_re conflgur_atlon is dividea int
ABAQUS [9]. Because of their outstanding two parts. The graphical user interface module is
performances and the many different features thay t inStalled on a personal computer (PC), and the core
offer, many engineers and researchers from variol@lysis module is orchestrated by one client efusnd
disciplines regularly use them as analyzing tobisthe at least one server cluster. As the figure shows_the
past decade, with increasing demands for computingPr® analysis module, each cluster uses an interfac
power, these software vendors have used theomputer to_ c_ommunlcz_;\te, and the analyzing work is
parallelization technology to improve the compuatasil  thereby administered to its own cluster system.
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A. The Core Analysis Module bottleneck in the process that might occur. For the

The core analysis module is designed as a clien®nalysis tools, first, the global model is analyzesihg
server-based distribution system, and its architects ETABS software at cIuster. A. This cluster is eqeigp
shown in Fig. 7. The interactions between the tlmd  With two computers, all having a 2.4 GHz Intel pessor
server are archived by the Command Channel object@?d @ 2GB memory. Then, the column component,
which are created by the Client Communicator ctags 0catéd on the second floor, is analyzed as RCMgusi
Server Communicator class. On the Client side, th&@BAQUS software at cluster B. Again, this cluster i
Coordinator class has three subclasses to hanele tRduiPped with four computers, each having a 2.4 GHz
simulation processes. The Deployer class reads tBt€! processor and a 2GB memory. Finally, the beam
simulation configurations and stores the data af thCOmMPonent, located on the second floor, is alsaepic
digital models into the Model Holder class. The Mbd and analyzed as RCM using ABAQUS software at
Holder class stores a global model, simplified comgnt ~ ¢luster C. Again, this cluster is also equippedhwiur
models and rigorous component models. At this poinCOMPUters, with 2.4 GHz Intel processor and 2GB

the stored object of the rigorous component moddlémory. L _
provides several functions to enable other obj¢ots The nodal displacements of the simplified modehia

access their information. The Analysis Task Distrip ~ 9l0Pal system are extracted and translated it
class submits the analysis tasks to the assignesiecs displacements on the corresponding planes of the

and waits for their analyzed results to return frgra  f1gorous model, shown as known boundary conditiams,
server side. obtain the detailed responses of each componem. Th

Basically, a client can distribute the analysissato simulated_ results of this two-level hierarchicahrfre
more than one server. On the other hand, a sesable Model, using the proposed system, are shown inliig.
to receive more then one analysis task at a time.!MS Simulation using the proposed cluster-to-@ust
Therefore, on the server side, the RCM Analysizv&er 9rid computing environment took 18 seconds to
class can create several RCM Analysis Task object§OMPlete. For comparison, the same simulation ss al
which control the analysis program to analyze tgkt 'Un using & single computer, and it tooll< 39 _secdods
and queue specific tasks for execution. The AnalyzefOMPlete. As can be seen, the simulation time @an b
classes, which handle the integrated analysis pmgr 'educed by using the proposed framework. Howeber, t
have a synchronization property allowing them toMain goal of this study is not to maximize the spge

establish the queuing function of the RCM AnalysisPerformance. Instead, the goal is to integrate the
Server class. available computing resources which are geografica

) distributed by grid technology. Since the computimis
B. The Graphical User Interface Module in the proposed computing environment are expeicted
The software architecture of the graphical usebe highly heterogeneous, the distributed computatio
interface module is presented in Fig. 8. The Visualasks of the proposed simulation method are also
Manager class has a Control Tree object. And it caexpected to be unbalanced. Therefore, the tradition
create many Model Viewer objects depending on howpeedup plot for evaluating the performance of Ifgdra
many models need to be displayed. The Control Treerocessing was not employed and not to be presémted
class accesses the Deployer class sub-programein tbomparison and presented for comparison.
Coordinator class of the core analysis modulebtaims
the simulation configurations stored in the Deploye V. CONCLUSIONS
class an(_JI shows them on the management window. Therpg paper has presented a grid-computing framework
Model V|e_wer class uses the Model Drawer class, thg) simulation in multi-scale structural analysiy/ b
Model Builder class and the Scene Handler class teqrating a cluster-to-cluster distributed conimgit
create and interactively manipulate the visualiabfects  ovironment. The purpose of this study was toagtithe
of the model. idle and available computational resources on the
internet for providing the computing power needed f
processing large-scale structural simulations. Hene
The simulation of a simple two-level hierarchicalslow internet communication is expected to be a
model of a frame structure is presented to dematestr significant bottleneck. To solve this internet-inspd
the proposed system. As shown in Fig. 9, the globaibstacle, the grid computing environment is first
structural model is a 4-story structural system posed organized as a two-level parallel platform, whictstf
of beams, columns and beam-column joint elemerits. T utilizes local cluster computing, and then remotaster-
lateral loading representing earthquake loadirapjgied  to-cluster computing. A hierarchical modeling apprio
to the structural system. Two structural componéatse and computational procedures for the proposed artust
been selected to be analyzed in detail using timaiis to-cluster computing environment have been added to
models. streamline the process and avoid excessive internet
For the hardware configurations, there are threeommunication. To fulfill the proposed concept, a
clusters and one personal computer participatinhén prototype software system has been designed an@-imp
simulation. As shown in Fig. 10, the overall mented to perform the proposed multi-scale modeling
computational abilites and the assigned rigorousind simulation in a cluster-to-cluster distributeminpu-
component models are shown beside these clustkes. Tting environment. Additionally, the simulation tinoan
state of each cluster is also monitored by thentlie  be reduced by using the proposed framework. However
order to provide information to the user on thegpess the main goal of this study is not to maximize the
of each process, and also to reveal the sourcenyf aspeedup performance. Instead, the goal is to iatedghe

IV. RESULT AND DISCUSSION
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